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Abstract

“User experience” is the word of the day in human-technology interaction. One should design and aim for a good user experience, although there is not even a unanimously approved definition of the term. This dissertation takes a practical perspective to the issue. The focus is on evaluating the user experience of interactive systems in challenging circumstances outside of laboratories, and thus, aiming to fulfill the research gap of how to evaluate user experience in practice.

The questions answered through this dissertation are how to evaluate the user experience of interactive systems in challenging circumstances and how to apply known methods to create an appropriate evaluation approach for a specific user experience evaluation case. This is done by presenting seven interactive systems and their eight user experience evaluations in which the challenges have arisen either from the context or the user group(s). The case studies demonstrate evaluations beyond merely traditional user experience evaluations, as they have been conducted outside of laboratories and the systems have included new interaction techniques still not consistently used in interactive systems.

The case studies presented in this dissertation are MediaCenter (I): a multimodal media center for visually impaired users; DrillSimulator (II): haptic feedback for drill rig simulator users; SymbolChat (III): a symbol-based chat application for users with intellectual disabilities; EventExplorer (IV): an experiential program guide for cultural events; EnergySolutions (V): a playful system for raising awareness of energy consumption; Dictator (VI): a dictation application with automatic speech recognition for healthcare purposes; and LightGame (VII): a lighting-based exercise game for schoolchildren that consists of two evaluations. The evaluation cases and the selected evaluation approaches are introduced, and the outcomes are analyzed and discussed from the user experience point of view. The basis for the evaluations has been to focus on taking into account the context, user group(s), and interaction technique(s).

As a result of this work, I present a process model on how to evaluate the user experience of interactive systems in practice. The model comprises the whole life cycle of user evaluations, including practical considerations on what issues need to be taken into account in specific phases. The model can be utilized as a guideline for designing and conducting user evaluations, the focus being strongly on the design phase and how to address the challenges raised by evaluation circumstances.
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This work was done as a part of several research projects and would not have been possible without my project colleagues. All of the seven publications included in this dissertation were co-authored. The technical design and implementation of the systems have been done by others in each study. I have been responsible for designing the user evaluations, including user experience data collection, and analyzing the results. Considering the actual publications, my contributions have concentrated on presenting all aspects of the user evaluations, i.e., context, participants, procedure, data collection methods, and results. Publication-specific responsibilities and contributions are listed below.

Publication I: “MediaCenter” (I)
This article describes an accessible multimodal media center for blind and partially sighted people, and its evaluation with representatives of the target user group in their homes. I (Tuuli Keskinen, nee Laivo) was responsible for designing the evaluation questionnaires for the visually impaired participants, creating the web forms for data collection, and ensuring their accessibility.

Publication II: “DrillSimulator” (II)
This article describes a haptic user interface for a drill rig simulator and its evaluation with representatives from the industry. I was responsible for designing the evaluation, i.e., the methods and content of gathering subjective data, gathering the subjective data during evaluations, and analyzing the results. I was also the main contributor to the publication.

Publication III: “SymbolChat” (III)
This article describes a case study in which a symbol-based instant messaging tool for people with intellectual disabilities was designed, implemented, and evaluated. I was responsible for designing the evaluation in collaboration with other stakeholders, i.e., the methods and content of gathering subjective data, and analyzing the results. In addition, I negotiated the symbols to be used for research purposes and designed the final symbol set with our project partner representatives with a professional background considering the target user group. I was mainly responsible for the publication.
Publication IV: “EventExplorer” (IV) and “EnergySolutions” (V)
This article introduces a new method for evaluating the experiential user experience of interactive systems in the wild and its utilization in two case studies concerning public displays. I was responsible for creating the method, designing the evaluations, and analyzing the results. I was the main person responsible for the publication.

Publication V: “Dictator” (VI)
This article describes a mobile dictation application for healthcare professionals and its evaluation with nurses. I was responsible for designing the evaluation, i.e., the methods and content of gathering subjective data, creating the web forms for data collection, and analyzing the results. Apart from the technical description of the system, I was the main contributor to the publication itself.

Publication VI: “LightGame” (VII) Evaluation I
This article introduces a physical exercise game, the “LightGame,” which utilizes light and sound and is targeted toward schoolchildren. In the article, an initial and extended version of the system, their evaluations, and a co-creation workshop are described. I was responsible for designing the evaluation of the extended version in collaboration with other stakeholders, i.e., the methods and content of gathering subjective questionnaire data, and analyzing the results.

Publication VII: “LightGame” (VII) Evaluation II
This article is an extended version of the previous publication, introducing another user experience evaluation of the LightGame system. I was responsible for designing the evaluation in collaboration with other stakeholders, i.e., the methods and content of gathering subjective questionnaire data, and analyzing the quantitative results. I was the main person responsible for the publication, and apart from the technical description of the system, I was the main contributor to the publication.
1 Introduction

The literature and discussion in the field of human-technology interaction (HTI) bristles with the term “user experience” today—and has for a while. There is debate on the definition of the term, and several definitions have been presented originating from different perspectives (see, e.g., All about UX—definitions, 2014). There also seems to be an idealistic pursuit or need to determine user experience from, or based on, a theoretical ground (e.g., Obrist et al., 2011; Kuutti, 2010). However, academic user experience research often seems treated like a monolith and is not divided into, e.g., user experience design and user experience evaluation. For example, Väänänen-Vainio-Mattila, Roto, and Hassenzahl (2008a; 2008b) talk about academic user experience research in a way that almost implies practical user experience evaluation not being a part of it.

They (Väänänen-Vainio-Mattila et al., 2008b) introduce a figure presenting a gap between academic user experience research and industrial user experience development, in which the academic research side includes only theories, models, and frameworks. Practical user experience work is mentioned only on the industry side. Without taking a stance on experience-driven design or designing for user experience in academia, I would assume theories and such might be more relevant considering those topics. However, I argue that grounding practical user experience evaluations conducted in varying academic research projects directly in readily available theories, or methodology even, appears to be far from the reality. Although the research conducted within our research group does not deal with product development as such, it does deal with evaluating the user experience of functional prototypes of interactive systems and their iterative development. Thus, my work is highly practical, yet academic, user experience research.
There is a need to change the atmosphere in the field, i.e., abandon the stereotypical division between *academia* and *practitioners*. In fact, Hassenzahl and Tractinsky (2006) state that the lack of empirical user experience research also interferes with theoretical progress. The need to increase empirical user experience research, and report it openly, has been acknowledged for quite some time (e.g., Hassenzahl & Tractinsky, 2006; Vermeeren et al., 2010; Bargas-Avila & Hornbæk, 2011). Although there are numerous studies and articles on user experience (e.g., Forlizzi & Battarbee, 2004; Battarbee & Koskinen, 2005; Jetter & Gerken, 2006; Hassenzahl, 2008; Law, Roto, Vermeeren, Kort, & Hassenzahl, 2008; Law, Roto, Hassenzahl, Vermeeren, & Kort, 2009), the focus usually is more on the discussion of what constitutes user experience, how it is understood, what characteristics it has, and so forth. Despite some effort (e.g., Obrist, Roto, & Väänänen-Vainio-Mattila, 2009), amazingly little detailed information still is available on how to actually evaluate user experience in practice. This thesis demonstrates a different direction by transparently disseminating information, and thus, it aims to promote the development of user experience evaluation research.

In this dissertation, I present practical, academic user experience evaluations of interactive systems, including new interaction techniques in challenging circumstances outside of laboratories, and I contribute to the field by presenting a process model for user experience evaluation. *User experience* is understood widely here: In brief, it is a user’s subjective view on a specific property of an object in a certain context at that specific moment. *New interaction techniques* include novel input and output modalities or techniques that differ from traditional techniques, such as mouse and keyboard interaction or using a button-based interface. *Circumstances* here refer primarily to either context or user group. However, circumstances can be understood more widely as well, referring to basically any characteristics that may induce challenges, limitations, or even possibilities for an evaluation. To avoid restricting the applicability of the current work to such properties as context or user group only, the rather loose term “circumstances” is used. What is meant by *challenging circumstances* here is that they were somehow extraordinary: An ordinary user evaluation might occur in a laboratory setting with non-disabled adults testing a smart phone meant primarily for personal, leisure-time usage, for instance. Here, however, the circumstances involved special characteristics that needed attention. For example, a work environment or industrial domain as the evaluation context, or intellectually disabled people as the user group, bring extra challenges to the evaluation setting and require additional consideration when making evaluation approach decisions.
1.1 Objective

The objective of this dissertation is to provide an approach to fill the research gap of how to evaluate user experience in practice. This is done by answering the following research questions:

- How to evaluate the user experience of interactive systems in challenging circumstances, i.e., context or user groups?
- How to apply known methods to create an appropriate evaluation approach for a specific user experience evaluation case?

These questions are considered by presenting concrete examples of applying evaluation methods in seven case studies and eight evaluation cases, including different interactive systems, different interaction techniques, contexts, and user groups. The ultimate goal of this dissertation is to provide practical guidelines for using, applying, and creating evaluation approaches taking into account these circumstances. Each case study has characteristics that made the user experience evaluation somehow challenging: In some cases, the challenges arose from the context (environment or domain), and in some, from the user group.

The challenges in the cases were different, as were the cases themselves. Some of the challenges were more practical, such as getting ideal participants, while some were more serious, such as how to evaluate a system with intellectually disabled people. The challenges in each case are explained in the detailed descriptions of the case studies in Chapter 3. Already involving new interaction techniques made the evaluations demanding, as those have not yet been widely studied. In addition, a common challenge for all the case studies presented here is the fact that the evaluations were conducted in real-world environments, outside of laboratories. Laboratory studies are inevitably somewhat artificial, and it is important to evaluate systems in real-world settings, e.g., to determine their true commercial success (Väänänen-Vainio-Mattila, Olsson, & Häkkilä, 2015). A real-world environment, however, poses extra challenges to evaluations and analyses, as there are several factors that cannot be controlled. Conducting user evaluations in real-world environments limits, or even eliminates, the researcher’s possibilities of controlling what happens in the surroundings, e.g., in a public environment: How will the participants react or communicate with others, i.e., will they direct their focus on the couple nearby arguing about cleaning or keep their focus on the system and its evaluation? Will they chit-chat with their friend and base their feedback on commonly agreed-upon opinions? At the other extreme, evaluations conducted in real-world environments may concern “closed” environments, such as home or restricted work environments, where the researcher may not, or is not allowed to, stay during the usage or evaluation and have any control over events. Thus, conducting evaluations outside of laboratory settings, and interpreting the data gathered from these real-
world environments, is challenging. The case studies’ abbreviated, descriptive names; corresponding publications; and main challenge(s) are presented in Table 1.

<table>
<thead>
<tr>
<th>Case name</th>
<th>Corresponding publication</th>
<th>Main challenge(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MediaCenter (I)</td>
<td>I</td>
<td>users with visual impairments</td>
</tr>
<tr>
<td>DrillSimulator (II)</td>
<td>II</td>
<td>drilling industry domain, work environment</td>
</tr>
<tr>
<td>SymbolChat (III)</td>
<td>III</td>
<td>users with intellectual disabilities</td>
</tr>
<tr>
<td>EventExplorer (IV)</td>
<td>IV</td>
<td>public environment (and assessing experientiality)</td>
</tr>
<tr>
<td>EnergySolutions (V)</td>
<td>IV</td>
<td>public environment (and assessing experientiality)</td>
</tr>
<tr>
<td>Dictator (VI)</td>
<td>V</td>
<td>healthcare domain, work environment</td>
</tr>
<tr>
<td>LightGame (VII) (Evaluations I &amp; II)</td>
<td>VI &amp; VII</td>
<td>school environment schoolchildren</td>
</tr>
</tbody>
</table>

Table 1. Case study names, corresponding publications, and main challenge(s).

1.2 CONTEXT OF RESEARCH

The research done for this dissertation lies in the field of human-technology interaction, bringing together interactive systems that include different interaction techniques and user experience evaluation. Rather than trying to go to the core of theoretical user experience research, this dissertation regards the user experience and its evaluation as tools for developing enjoyable and better interactive systems for users. The work presented here has been done as a part of constructive and applied research, in which software engineering and human-technology interaction aspects are tightly linked: Several interactive system prototypes were designed, implemented, and evaluated with real users outside of laboratories over the years 2009–
This dissertation is meant to provide practical examples and guidelines for considering user experience in, and as an essential part of, software development, rather than trying to tell ultimate truths about user experience or its evaluation methods. Although the cases presented here cover mainly only the first implementation-evaluation iteration, the methods and guidelines are suitable to be used in iterative software assessment and development as well. However, the chosen user experience evaluation approach then should also be adapted iteratively as necessary.

1.3 METHODOLOGY
The case studies presented in this dissertation have mainly followed the same pattern: First, an interactive system, or a functional prototype at least, has been designed and implemented based on user and other requirements and higher-level goals of a specific project. Then, the system has been evaluated with a varying number of participants in real-world settings, outside of laboratories. Preceding the evaluations, the data collection and other content of the evaluation have been carefully designed to find out how well the developed system fulfills the aims of the project and the evaluation case. The systems, aims, contexts of use, and user groups differing substantially between the cases, it has been necessary to design the user experience evaluations case by case. Existing evaluation methods have been utilized whenever possible. Often, existing methods have required some modifications, or elements from them have been combined with newly created elements.

Usually, user experience goals, as such, have not been defined in the beginnings of the projects or cases. Thus, when designing the evaluation contents, the questions or statements meant to be asked from the participants have mostly been constructed based on the objectives of the project, case, or system, and general research interests regarding users' experiences with human-technology interactions. The design processes in the case studies cannot be described as designing for user experience. Although more general goals in many cases may have been rather close to user experience goals, this term has not been explicitly used in the discussions. Thus, the user experience component in the case studies has dealt with designing a user experience evaluation given the circumstances (i.e., aims, system, context, user group); conducting the evaluation; collecting the predefined data; and finally, based on the received data from different sources, describing user experiences. In other words, how did the users feel about utilizing the system?

The fundamental principle in all evaluations presented in this dissertation has been that the ultimate truth about user experience lies within the user himself or herself. As a consequence, the subjective data—and particularly the quantitative, mainly statement-based data gathered from the
participants themselves—have the primary role in this dissertation. Because these data are for the most part of ordinal scale and the numbers of participants per evaluation case are small, the analysis and discussion mainly focus on dealing with median values and the statistical analysis suitable for these kinds of data. Data from other sources, such as subjective interview data or objective observation data, have been used to support the quantitative subjective data and to understand possible reasons for specific experiences. The majority of the evaluations presented in this dissertation have also included gathering user expectations about the system before its usage—something rarely seen in field studies of user experiences (Bargas-Avila & Hornbæk, 2011).

1.4 Results
This dissertation demonstrates how to measure or otherwise evaluate the users’ subjective experiences of interactive systems in a way that suits the specific circumstances of an evaluation case. The evaluations have been conducted in real-world situations or environments, not artificially in laboratories, unlike some user studies within the field of human-technology interaction (e.g., Wechsung, 2014). The true contribution of this dissertation is a step-by-step process model for evaluating the user experience of interactive systems considering the evaluation circumstances. The actual user experience results are not the core here. The process model for the user experience evaluation has been created based on the findings of the individual evaluation cases, and it is meant to act as a guideline for people designing and conducting practical user experience evaluations. In addition, two evaluation methods are discussed that are used in the research conducted within our research group (see sections 2.2.2 and 2.2.3): SUXES (Turunen, Hakulinen, Melto, et al., 2009), an earlier method for evaluating user expectations and experiences of multimodal systems, and the Experiential User Experience Evaluation Method (Publication IV), which I created as part of the research done for this dissertation, and which combines elements from SUXES and the Experience Pyramid (Tarssanen & Kylänen, 2006), a theoretical model for tourist products.

1.5 Structure of the Thesis
This dissertation is a compound thesis comprising seven original publications and their summary. This summary part is structured as follows. First, I briefly introduce background on user experience and its evaluation methods, focusing on two methods created within our own research. Then, I present the seven case studies and eight evaluation cases in detail, concentrating on the user experience evaluation per se, i.e., data collection methods and the discussion of the outcomes. Finally, I summarize the findings of the individual cases by proposing a process model for
evaluating the user experience of interactive systems and discuss the issues that need to be considered during the evaluation process. As a conclusion, I sum up the contribution of the current work and outline the possibilities for future work.
2 User Experience Evaluation

This chapter introduces background on user experience and its evaluation. My work has a highly practical emphasis instead of a strong theoretical basis. Thus, this background description is kept compact, and its main idea is to present the stance taken regarding the topics. As user experience is defined and understood in varying ways, here I explain what I mean by the term. Then, I briefly discuss existing methods for user experience evaluations. Finally, I describe two methods, the SUXES (Turunen, Hakulinen, Melto, et al., 2009) and the Experiential User Experience Evaluation Method (Publication IV), which have been utilized in the case studies presented later in Chapter 3.

2.1 User Experience

There are numerous definitions for the term user experience. According to the ISO (2010), it is “a person’s perceptions and responses that result from the use or anticipated use of a product, system or service.” This definition takes into account user and system, but ignores context, which is seen as one of the three main factors that user experience is built from by Hassenzahl and Tractinsky (2006) and by Roto, Law, Vermeeren, and Hoonhout (2011). In this respect, the ISO (1998) definition for usability would be more suitable, as it says, "the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency, and satisfaction in a specified context of use.” This definition, however, disregards more or less the subjectivity of the matter and also highlights effectiveness needlessly.

Unlike the more traditional usability, user experience is something purely subjective and thus cannot be evaluated by observation or expert evaluation alone. “Usability” and “user experience” are still used almost synonymously surprisingly often, especially in industry (Hassenzahl, 2008).
According to, e.g., Roto et al. (2011), a clear, fit-for-all-fields definition for “user experience” is still missing. Perhaps due to this, the terms “usability” and “user experience” are constantly interchanged, especially among people who are not directly working with the issue. When it comes down to individual questions asked from users, however, it is undeniable that even the most experienced user experience or usability expert is not always able to say whether the question concerns usability or user experience. Furthermore, in many cases, such an exclusive separation is simply impossible to make. Sometimes, a single measure can be seen to concern both usability and user experience depending on the point of view, roughly objective or subjective.

To demonstrate the challenge in dividing measures strictly to usability and user experience, case SymbolChat (III) (Publication III) provides a good real-world example: Objectively, we researchers observed and measured the communication with the system to be slow, but the users with intellectual disabilities subjectively rated the communication to be rather fast. Although the measure speed of communication might appear to be a matter of pure efficiency and thus a usability-related measure, here, it was also a matter of added value to the users. Therefore, it can be seen as a measure of user experience. Furthermore, even though an objectively assessed usability property of a system might be poor, its subjective user experience rating may still be good and vice versa—beauty is in the eye of the beholder. Roughly speaking, any usability-related measure can be a measure of user experience as well when asked from the users themselves, but many times, not vice versa: e.g., the user experience measure comfort of a pillow cannot be truly assessed objectively, i.e., by anyone other than the actual user of the pillow.

User experience is something more, then. Its core is on how the user feels, not on how he or she performs, or would be able to perform with a system of a certain “usability level.” While usability can, to some extent, be evaluated in a more objective manner by experts, e.g., user experience is something only the users themselves can evaluate and determine. Obviously, something about user responses can be said based on observing the users. For example, whether the users seem extremely happy or very disappointed when interacting with a system indicates if the system is well received. However, observation data alone can lead only to educated speculation and cannot be used as the basis for evaluating user experience, as the truth of user experience is only within the user. A better term for observed reactions could be simply “user response” or even “user reaction.” Still, the term “user experience” is used in studies where, in fact, nothing has been asked from the users themselves (e.g., Vajk, Coulton, Bamford, & Edwards, 2008). Considering observation, for instance, Roto, Obrist, and Väänänen-Vainio-Mattila (2009) also raise the question “How can we observe how users feel, i.e., observe the user experience?”
Alongside several models describing user experience, a number of definitions for the term have been constructed, many of them trying to define almost exactly the same thing with only slight differences in, e.g., wordings and emphasis. Merely to point out a few definitions, Alben (1996), e.g., refers to experience and quality of experience in the context of the ACM/interactions Design Award as “all the aspects of how people use an interactive product: the way it feels in their hands, how well they understand how it works, how they feel about it while they’re using it, how well it serves their purposes, and how well it fits into the entire context in which they are using it.” Without her explicitly stating this to be a definition for user experience per se, it can, and also has been, interpreted as such (e.g., All about UX—definitions, 2014). Hassenzahl and Tractinsky (2006), conversely, define “user experience” as “a consequence of a user’s internal state (…), the characteristics of the designed system (…) and the context (…) within which the interaction occurs (…).” This definition highlights the three core elements affecting user experience—user, system, and context. According to Mahlke (2008), the influence of the user and the context—in addition to the system only—have been recognized as an influential part of usability already by Shackel (1991), for example. The idea of all three components—user, system, and context—having an effect on user experience is highly relevant for my research and this dissertation: User experience evaluation cannot be designed disregarding any of these factors.

Hassenzahl (2008) later states simply that user experience is “a momentary, primarily evaluative feeling (good–bad) while interacting with a product or service,” but restricts his flexible definition by continuing: “Good UX is the consequence of fulfilling the human needs for autonomy, competency, stimulation (self-oriented), relatedness, and popularity (others-oriented) through interacting with the product or service (i.e., hedonic quality). Pragmatic quality facilitates the potential fulfilment of these “be-goals.” The second part of the definition suggests that all of the listed human needs demand to be fulfilled to achieve good user experience, and thus, sets high standards for user experience. From the viewpoint of the practical evaluation work done for this dissertation, Hassenzahl’s (2008) definition is overly complex and perhaps too accurate. Furthermore, this definition overlooks context.

As this dissertation is not attempting to solve theoretical issues in user experience research, but instead has a highly practical perspective, the definition for user experience is kept simple and flexible. Here, “user experience” means:

A user’s subjective opinion about (or answer to) a certain statement (or question) about the system (or modality, interaction, or any other specified target) in a certain context at that time.

I kept the definition loose so it will not restrict the kinds of users, opinions, statements, questions, systems, or contexts it can deal with. The definition
may be used with a range of agendas, be it user experience, usability, or consumer satisfaction. In fact, this definition does not exclude non-interactive or even non-computer-based “objects,” but instead, can be used concerning anything that can have a user in the first place—be it an interactive public display or a watering can. Furthermore, to maintain simplicity, the abbreviation UX is not used in this dissertation. The complexity around the term and its definition seen in literature is probably only increased by using the buzzword-like abbreviation “UX.” Thus, the term “user experience” is interpreted literally here: an individual using an object (user) + his or her feeling about the object (experience) = user experience.

Furthermore, the concept of user experience comprises different aspects or focus areas. For example, Wright, Wallace, and McCarthy (2008) talk about aesthetic (user) experience, and they identify several aspects of experience: sensual, emotional, spatio-temporal, and compositional. While specified aspects of user experiences may be particularly relevant for certain studies, such special nuances of user experience are out of the scope of this dissertation. Here, the core is on how to evaluate user experience, not specifically what to evaluate. Apart from some exceptions, the focus here is mainly on short-term user experiences. The user experiences gathered are rather general-level experiences, one might say even usability-like aspects, such as pleasantness or easiness to learn. However, each case study has its own characteristics—more detail can be found in Chapter 3.

2.2 Evaluation Methods

The subjective nature of user experience makes measuring or otherwise evaluating it extremely challenging. Not only are situations experienced and questions interpreted differently, but the personal scales of users are also different. Therefore, comparing subjective user experiences is hard, and drawing comprehensive conclusions, even more difficult. In addition, there is the issue of having no common definition for user experience. As a result of the challenges related to the topic, several methods for measuring or otherwise evaluating user experience have been developed to fit various contexts and research areas (see, e.g., All about UX—methods, 2014). The differences between evaluation cases, i.e., the objectives, system, and its features, context, user group, and so forth, have most probably contributed to the creation of such a large number of methods as well. Many times, readily available methods that would suit the evaluation case as such are difficult or impossible to find. Thus, researchers have been forced to create new methods or questionnaires, or at least variations of existing methods (Keskinnen, Hakulinen, et al., 2013). One obstruction in the evolution of the evaluation questionnaires, for example, is that often the content of self-created questionnaires remains unrevealed, as found by Bargas-Avila and Hornbæk (2011) in their review of empirical user experience studies from
This secrecy probably goes partly hand-in-hand with the lack of transparent literature on how to evaluate user experience in practice.

Probably one of the best-known user experience evaluation methods is the AttrakDiff questionnaire developed by Hassenzahl, Burmester, and Koller (2003). It consists of 28 adjective pairs representing the dimensions of pragmatic quality, hedonic quality—stimulation, hedonic quality—identity, and attractiveness. The positive side of the method is that it is available as an online tool (AttrakDiff, 2014), and it produces a report of the results. The downsides, considering the research done for this dissertation, e.g., are that it is many times too generic compared to the aims of specific cases and it is not “openly” available, i.e., available for modifications. Nor can the data be obtained for one’s own further analyses or storage. The official tool is also available only in the German and English languages.

Another example of a user experience evaluation method relying on self-reporting is the User Experience Questionnaire (UEQ) by Laugwitz, Held, and Schrepp (2008). It includes 26 items, also represented as opposite adjective pairs having a seven-step rating scale in between. The questionnaire and ready spreadsheets for data entry and analysis are freely downloadable online (UEQ, 2014). Although the questionnaire is available in several languages, again, the Finnish version is missing: the importance of having the questionnaire in respondents’ native language is acknowledged on the website as well. Above all, however, the biggest downside of this method is that it is too generic, like AttrakDiff, considering the aims and requirements of the case studies reported in this dissertation.

Moreover, user experience has different time frames, simply, user experiences based on short-term usage and long-term usage. For example, Karapanos, Martens, and Hassenzahl (2012) talk about the different time frames of user experience evaluations, and state that longitudinal evaluations are rare because they consume many resources. As a natural consequence, many user experience evaluation methods are not tailored for long-term evaluations. Examples of methods specifically designed for long-term evaluations are iScale (Karapanos, Martens, & Hassenzahl, 2012), UX Curve (Kujala, Roto, Väänänen-Vainio-Mattila, Karapanos, & Sinnelä, 2011), and the Day Reconstruction Method (Kahneman, Krueger, Schkade, Schwarz, & Stone, 2004).

While many user experience evaluation methods include self-reported quantitative ratings, i.e., namely data gathered with questionnaires, user experience can be evaluated, or at least has been, or the more subjective data can be enhanced with, e.g., the following data collection methods: interviews, observation, focus groups, diaries, and probes (e.g., Bargas-Avila & Hornbæk, 2011). A rather wide, although not exhaustive, list of existing methods for evaluating user experience can be found through All about UX—methods (2014). Despite the many methods already created, it
is not unusual that none of the methods is suitable as such for a specific evaluation case due to various reasons.

2.2.1 User expectations

Roto (2006, p. 76) underscores the role of understanding “whether the product met the expectations that the user had before starting to use it,” but states that research utilizing user expectations in interpreting the actual experiences is rather rare. For example, in their analysis of 66 empirical studies of user experience in the field of human-computer interaction, Bargas-Avila and Hornbæk (2011, p. 2694) identified only five studies (7.6%) where the assessments made before the usage concerned the expectations about the studied product itself. Yogasara, Popovic, Kraal, and Chamorro-Koc (2011), however, discuss anticipated user experience and highlight the significance of somehow evaluating a product during the very early stages of product development, i.e., before a working prototype is available. They state that this is important, to be able to produce an end product that corresponds with the users’ wishes and needs as well as possible. Anticipated use is actually something that is equated with the use of a product even in the ISO definition for user experience (2010). User expectations are also addressed by Olsson (2012), who later expands the discussion even further to expectations of future technologies (2014).

Agreeing more with Roto’s (2006) comment on understanding whether the users’ expectations are met, rather than the idea of anticipated user experience, user expectation data are something we have found extremely important and useful when interpreting users’ experiences of specific systems. Thus, we enforce the practice of also gathering user expectations whenever possible in our evaluations. In four of the eight user evaluations discussed in this dissertation, expectations per se were gathered. In an additional two evaluations, very preliminary first-impression experiences were gathered and then compared with the user experiences collected after the usage, and thus, can be seen as an adaption of gathering expectations.

The effect of expectations on experiences has been discussed especially outside of HTI, but for instance, Raita and Oulasvirta (2011) report a study in which the role of expectations in usability ratings of a mobile phone was examined. However, they manipulated the information given to the participants before the usage, i.e., the participants read a positive or a negative product review, or no review at all. These “primes” are referred to as expectations by the authors, as they were meant to evoke positive or negative expectations, or no special expectations for the control group, which received no prior information. The actual expectations of the participants were not inquired about, and thus, this approach is far from what I mean by “user expectations,” i.e., subjective user expectations. These expectations pre-exist within the user when he or she arrives to the evaluation situation, or in some cases, expectations are awakened by a short,
but objective, introduction to the system, e.g., which is the same for all participants.

In earlier studies of mobile services, Tähti, Väinämö, Vanninen, and Isomursu (2004) gathered user expectations with Emocards (Desmet, Overbeeke, & Tax, 2001) before the usage and compared these with the experiences gathered after the usage. However, they focused heavily on investigating the suitability of the Emocards in collecting emotional responses to mobile services in general, and the analysis between expectations and experiences received only a little attention. Jokinen and Hurtig (2006), conversely, analyze in more detail the relationship of user expectations and experiences in their study of a multimodal navigation system. They discuss the differences between age groups, e.g., and the “modality groups,” i.e., whether the participant told that he or she uses a speech interface with tactile features or a tactile interface that also has speech-based features. More importantly, they also discuss whether the expectations of the system were fulfilled—something invited also by Roto (2006).

Gathering user expectations explicitly can be criticized with the argument that it may affect the reported expectations, the usage itself, or the user experiences gathered after the usage. However, we justify the approach with the value of the expectation ratings when interpreting the user experiences, and finding possible reasons for experiences as well as the differences between the expectations and experiences, i.e., what affected the actual experiences so they were worse or better than the expectations. Like user experience, expectations are subjective: It is impossible to know users’ subjective expectations without asking the users themselves (Keskinen, Hakulinen, et al., 2013).

Next, two evaluation methods used in the research within our research group will be described. As a demonstration of the differences between evaluation cases and aims, neither one of these methods is included in the All about UX—methods (2014) listing—although they have been found very applicable to our user experience studies. Both methods also include the gathering of user expectations by default.
2.2.2 SUXES Method

The basis for measuring user experience in many of our case studies has been SUXES (Turunen, Hakulinen, Melto, et al., 2009), a method also developed in our research group. It is based on a framework originating from the field of marketing, the SERVQUAL framework for service quality (Zeithaml, Parasuraman, & Berry, 1990). SUXES is an evaluation method for multimodal interaction, and its essence is the measurement of both user expectations and user experiences on certain statements. The statements are the same both before and after the usage, and thus, the method enables the comparison of pre-usage expectations and post-usage experiences.

The original SUXES statements are listed below. It is noteworthy that the ratings for these statements can be inquired about concerning the system as a whole or separately concerning each input or output modality. Then, the word application can be replaced with “speech input,” “haptic feedback,” “gesture control,” and so forth and the statements phrased accordingly, e.g., “Speech input is useful.”

- Using the application is fast.
- Using the application is pleasant.
- Using the application is clear.
- Using the application is error-free.
- The application functions error-freely.
- Using the application is easy to learn.
- Using the application is natural.
- The application is useful.
- I would use the application in the future.

The statements are rated on a seven-step scale ranging from low (1) to high (7). When filling in the expectations questionnaire, the respondent is asked to report two values for each statement: an acceptable level and a desired level. The acceptable level represents the lowest level necessary for the property to achieve so that the system is even usable. The desired level, however, is the highest level that can be even expected from the property in the respondent’s opinion. Thus, each property, i.e., statement, will have two expectation values. In the experiences questionnaire, filled in after the usage, the respondent reports one value for each statement, the perceived level of a specific property. Again, the statements concern the same properties: speed, pleasantness, usefulness, clarity, error-free use, error-free function, easiness to learn, naturalness, usefulness, and future use.

The two expectation values form a gap, where the experience value is usually expected to rank. As presented by Turunen, Hakulinen, Melto, et al. (2009), SUXES enables the calculation of two specific analysis measures, the measure of service superiority (MSS) and the measure of service adequacy (MSA), based on the ratings of acceptable, desired, and perceived levels.
However, these measures were not used in the work done for this dissertation, because their practical usefulness in interpreting the results of the case studies covered here seemed minimal. Further information on MSS and MSA can be found in the original article describing the method (Turunen, Hakulinen, Melto, et al., 2009).

Figure 1 demonstrates the answering scales and answers given by a fictional respondent. The example expectation ratings can be interpreted as “*It is acceptable that using the phone is rather slow, but I don’t expect it to be especially slow or fast.*” The respondent experienced the phone use to be faster than expected, and thus, the perceived experience level does not rank in the gap formed by the expectation values. In general, in the comparison of expectations and experiences, exceeding expectations is a very positive result. Here, the experienced level is only slightly above the neutral level of the scale and cannot be straightforwardly considered a huge success on its own. However, comparing expectations and experiences reveals that, considering this individual respondent, the speed of using the phone is a success, as expectations are exceeded.

**Figure 1.** An example of a SUXES statement, a respondent’s expectations and experience, and the comparison between these. In the comparison, the grey area represents the gap formed by the expectation values, and the black circle is the experienced level.

SUXES in its original form (Turunen, Hakulinen, Melto, et al., 2009), i.e., using two values for expectation ratings and one value for experiences, and furthermore, inquiring ratings for each statement on separate modalities in addition to the whole system, was used in the MediaCenter case (I) (Publication I) reported in this dissertation (Section 3.1). In other case studies, the ideas or statements of SUXES were utilized to varying extents. For example, we have found dividing the expectation rating into two values somewhat problematic for participants, and thus, we have asked for only one value in our recent evaluations. Although this procedure does not form the range of expectation values of an individual statement, it does not prevent the comparison of expectations and experiences altogether. Moreover, rather than covering the whole methodology presented in the original article, by SUXES, we have recently referred mainly to the idea of
gathering both user expectations and experiences, and inquiring about these considering the specific properties.

Utilizing SUXES in user evaluation data collection results in quantitative data consisting of user expectations and experiences regarding certain statements. The data are of ordinal scale, and the main analysis and interpretation approach has been to calculate the median values for each variable, and then compare these. These data are often supported by other subjective feedback, such as responses to open questions or interview data. Moreover, objective data can be used to support the interpretation and understanding of the SUXES results.

In addition to the case studies discussed here, SUXES has been utilized in other studies of human-technology interaction (e.g., Turunen, Melto, et al., 2009; Turunen et al., 2013; Heimonen et al., 2013; Kallioniemi et al., 2013). Furthermore, the method has been applied in brain-computer interface (BCI) evaluation, and more specifically in the evaluation of BCI games, e.g., by Gürkök, Hakvoort, and Poel (2011; Gürkök, Hakvoort, Poel, & Nijholt, 2011; Gürkök, 2012).

2.2.3 Experiential User Experience Evaluation Method

In the EventExplorer case study (Section 3.4), we encountered the need to somehow assess the experiential user experience of the interactive system under evaluation. “Experiential” here means more than the English term: “By experiential we refer to experiences evoked through discovery and adventure, such as a tour in the jungle or one’s first bungee jump – something truly amazing and even an once-in-a-lifetime type of experience” (Keskinen, Hakulinen, et al., 2013). Unfortunately, there is no specific English word for what Finnish speakers, e.g., mean by the term “experiential.” The relationship between “experience” and the “more special experience” would be *kokemus*–*elämys* in Finnish, something like *erfarenhet*–*upplevelse* in Swedish, and *Erfahrung*–*Erlebnis* in German. In English, the pair would be undistinguishingly *experience*–*experience* or perhaps *experience*–*thrill*.

Because I was unable to find a readily available method that would take into account the experiential side of user experience and otherwise suit the evaluation case, I created a method of my own. Although the method was originally designed for a public, real-world context, reasons for not using it in other kinds of evaluation environments are not apparent. The Experiential User Experience Evaluation Method builds from two separate approaches. For measuring the user experience of an interactive system on a more general level, the SUXES method described above was chosen. To address the experiential aspects, I turned to experience production research and discovered the Experience Pyramid model by Tarssanen and Kylänen (2006). It is not a readily available tool or method of any kind; instead, it is a theoretical framework to be utilized for designing, analyzing, and developing particularly tourism products emphasizing the experiential
aspects. Despite the authors presenting the model mainly from a touristic perspective, they say that it is suitable for virtual worlds and entertainment, culture-based, and design products.

The Experience Pyramid (see Figure 2 for an illustration) is based on six elements of experience and five levels of experience depth. The elements of experience, or the elements of a product as also referred to by the authors, are: individuality, authenticity, story, multi-sensory perception, contrast, and interaction. Tarssanen and Kylänen (2006) state, “When included into a product the elements take the customer closer to strong emotional experience that can even lead to one’s personal change.” However, the elements should be present in all product stages, from pre-marketing to post-marketing. Although the motivational level, i.e., awakening the client’s interest may be somehow identifiable in our case studies, our deployments or evaluation sessions are not comparable with guided tours in the forest, e.g., or other amazing, longer-term experiences that might reach the mental level. Thus, I disregarded the vertical dimension of the model, i.e., the levels of experience, and concentrated on the elements of experience in assessing “experientiality.”

![Figure 2. The elements of experience (horizontal dimension) and the levels of experience (vertical dimension) in the Experience Pyramid (adapted from Tarssanen & Kylänen, 2006, Figure 1).](image)

Tarssanen and Kylänen (2006) communicate in detail what they mean by the six elements of experience. For example, contrast is explained to be something different from the perspective of the client, i.e., something that differs from his or her everyday routines. They highlight the importance of taking into account the role of personal backgrounds in what is different to whom. Based on the authors’ descriptions, I phrased corresponding statement pairs for each element of experience. As opposed to using a single statement and a linear rating scale low–high in SUXES, e.g., I decided to use semantic differentials with whole sentences as anchors and a seven-step rating scale in between. In this bipolar approach, the measure itself is practically included in the rating scale, and the negative and positive
counterparts at the extreme ends may help the respondent to assess the property at hand. The final statement pairs for the measures, i.e., the elements of experience, can be seen in Table 2 (translated from Finnish). The term application used in the statements can be changed as needed to better describe the system or object under evaluation. The measures presented in Table 2 are called the core measures in the method, indicating they should be always included in the data collection. An illustration of a single measure (authenticity), as it would appear on a questionnaire, can be seen in Figure 3.

<table>
<thead>
<tr>
<th>Element of experience/Measure name</th>
<th>Negative statement</th>
<th>Positive statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individuality</td>
<td>The application isn’t special — there are also similar systems elsewhere.</td>
<td>The application is unique — there are no similar systems elsewhere.</td>
</tr>
<tr>
<td>Authenticity</td>
<td>The application is artificial and incredible.</td>
<td>The application is genuine and credible.</td>
</tr>
<tr>
<td>Story</td>
<td>There is no story in the application — it lacks a common thread.</td>
<td>There is a story in the application, a common thread.</td>
</tr>
<tr>
<td>Multi-sensory perception</td>
<td>Using/experiencing the application is not based on different senses.</td>
<td>Using/experiencing the application is based on different senses.</td>
</tr>
<tr>
<td>Contrast</td>
<td>The application doesn’t provide me anything new or different from everyday life.</td>
<td>The application is something new and different from everyday life to me.</td>
</tr>
<tr>
<td>Interaction</td>
<td>I don’t control the application.</td>
<td>I control the application.</td>
</tr>
</tbody>
</table>

Table 2. The statement pairs (negative-positive) corresponding to the core measures based on the elements of experience (Tarssanen & Kylänen, 2006).

Figure 3. The negative and positive statement corresponding to the measure of authenticity, as well as the seven-step rating scale.

As the experientiality statements, i.e., the core measures, cover only some aspects of user experience, additional inquiries may be needed. Hence, my method introduces the possibility of optional measures, in other words measures that can be included or excluded as necessary or desired. These measures can concern roughly any aspect of the system or a specific interaction technique, for instance. Because the method builds on the ideas of SUXES and the core measures are presented in the form of semantic differentials, similar-kind-of statement pairs for the original SUXES
statements were created as well. These can be seen in Table 3. Considering the content or the targets of the optional measures are not restricted, self-created measures can also be used. Such a self-created measure could be, e.g., *Excitement: The application is boring. – The application is exciting.*

<table>
<thead>
<tr>
<th>Measure name</th>
<th>Negative statement</th>
<th>Positive statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed</td>
<td>Using the application is slow.</td>
<td>Using the application is fast.</td>
</tr>
<tr>
<td>Pleasantness</td>
<td>Using the application is unpleasant.</td>
<td>Using the application is pleasant.</td>
</tr>
<tr>
<td>Clearness</td>
<td>Using the application is unclear.</td>
<td>Using the application is clear.</td>
</tr>
<tr>
<td>Error-free use</td>
<td>Using the application is not error-free.</td>
<td>Using the application is error-free.</td>
</tr>
<tr>
<td>Robustness</td>
<td>The application doesn't function error-free.</td>
<td>The application functions error-free.</td>
</tr>
<tr>
<td>Learning curve</td>
<td>Using the application is hard to learn.</td>
<td>Using the application is easy to learn.</td>
</tr>
<tr>
<td>Naturalness</td>
<td>Using the application is unnatural.</td>
<td>Using the application is natural.</td>
</tr>
<tr>
<td>Usefulness</td>
<td>The application is useless.</td>
<td>The application is useful.</td>
</tr>
<tr>
<td>Future use</td>
<td>I wouldn't like to use the application in the future.</td>
<td>I would like to use the application in the future.</td>
</tr>
</tbody>
</table>

*Table 3.* The statement pairs (negative-positive) corresponding to the original SUXES measures (see previous section). These are examples of optional measures that can be included in data collection as desired.

The Experiential User Experience Evaluation Method also involves a certain procedure to follow (see Table 4). Note that the procedure is intended for evaluations conducted in public environments and assumes not recruiting participants beforehand. Thus, it may need modifications if applied in different settings. Mainly because of the destined evaluation context and not having pre-recruited participants, the approach also strongly relies on participants’ voluntariness, which in turn may, and most probably will, derive data that is incomplete in coverage. Furthermore, the method seeks to respect the participants as much as possible, meaning that providing any kind of feedback is highly voluntary, e.g., although this course may decrease the amount and quality of the data gathered. However, prioritizing effective data collection could easily lead to similar kinds of deficiencies.

Before the actual usage of the system, one obviously needs to get participants (Step 1, Table 4). This may not be a straightforward task, and the researcher may need to try out different strategies to see which one is the most fruitful in that specific environment, i.e., how actively “recruitment” has to be done to get any participants in the first place. The
researcher may try to, for instance, stay to the side first and approach a person not until he or she has clearly “entered” the scene. Alternatively, the researcher might approach passersby more actively and invite them to get involved in a friendly, low-key manner. In addition, inviting elements, such as posters or signs, may be utilized.

<table>
<thead>
<tr>
<th>Evaluation phase</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Before the usage</strong></td>
<td>1. Getting participants</td>
</tr>
<tr>
<td></td>
<td>2. Introduction and gathering the user expectations</td>
</tr>
<tr>
<td><strong>Usage</strong></td>
<td>3. Providing instructions (incl. possible tasks) and the usage of the system</td>
</tr>
<tr>
<td><strong>During the usage</strong></td>
<td>4. Gathering the supportive, objective data</td>
</tr>
<tr>
<td><strong>After the usage</strong></td>
<td>5. Gathering the user experiences and other feedback (e.g., with an interview) and other information (e.g., background information)</td>
</tr>
</tbody>
</table>

Table 4. The evaluation procedure per participant in the Experiential User Experience Evaluation Method.

After a person has shown interest in participating, the system is introduced to him or her (Step 2a): with a short verbal description, a picture or video, or anything deemed suitable by the research team. Considering comparability between participants, though, an important detail here is that the introduction should be as similar as possible for all participants. Still before the usage of the system, the participant is asked to fill in the expectations questionnaire (Step 2b). It consists of the core measures at least and a selection of eligible optional measures. Unlike the original form of SUXES, the participant is asked to mark only one value per measure, i.e., simply what level he or she expects that specific property to be in the system or the usage.

Next, the participant is given necessary instructions (Step 3a), if any, and for instance, possible tasks are revealed. Then the participant actually uses the system (Step 3b) freely or according to the given instructions, i.e., limitations, tasks, and so forth. During the usage, supportive, objective data are gathered (Step 4). This can contain anything from log and observation data to videorecordings. The purpose of the supportive data is to have objective information about the participant’s behavior and reactions, and help to interpret the user experiences as well as to find possible reasons for them.

Finally, after the usage, the most essential part of user experience evaluation occurs: Subjective feedback is gathered (Step 5). The participant is asked to fill in the experiences questionnaire. The questionnaire should contain the same statements that were included in the expectations questionnaire at the minimum. However, additional statements or other kinds of inquiries can be included as well. For example, properties that are of interest but would
have been challenging to rate regarding expectation value can be covered in the experiences questionnaire. Open questions are very worthwhile to include in the experiences questionnaire to collect qualitative data in case there will not be any kind of interview, for instance. The items in the experiences questionnaire are presented in past tense so they are easier for the participant to comprehend: Was advised to be used instead of is in the statements, e.g., although the whole content would be otherwise similar to the expectations questionnaire. Background information is also requested as part of the experiences questionnaire. This information may consist of very basic data such as gender and age, but previous experience with similar kinds of systems and interaction techniques should be inquired about as well. The final set of items to be asked needs to be designed depending on the individual study and its aims, however. To conclude the evaluation session, an interview, e.g., can be conducted. It can deal with the responses given by the participant or other predefined questions. Here, as well as in other communication between the researcher and the participant, the researcher needs to pay attention to objectivity, i.e., aim for similar questions, wordings, and so forth, between the participants. This way, the data considering different participants stay as comparable as possible.

The Experiential User Experience Evaluation Method results at least in quantitative data consisting of comparable user expectations and experiences regarding specific statements, similar to SUXES. Again, the data are of ordinal scale, and analysis and interpretation of the results rely on examining median values. Furthermore, all other data collected, i.e., subjective feedback and comments, observation data, and so on, can be used to understand the experiences per se and possible reasons for them. Unlike the SUXES method, the Experiential User Experience Evaluation Method has been utilized only in two evaluation cases so far. Both of them are discussed in this dissertation, the EventExplorer case (IV) in Section 3.4 and the EnergySolutions (V) in Section 3.5, as well as in the original publication describing the method (Keskinen, Hakulinen, et al., 2013).
3 Case Studies

This chapter presents the seven case studies and altogether eight user experience evaluations included in the publications:

(I) MediaCenter: multimodal media center for visually impaired users  
(II) DrillSimulator: haptic feedback for drill rig simulator users  
(III) SymbolChat: symbol-based chat application for users with intellectual disabilities  
(IV) EventExplorer: experiential program guide for cultural events  
(V) EnergySolutions: playful system for raising awareness of energy consumption  
(VI) Dictator: dictation application with ASR for healthcare purposes  
(VII) LightGame: lighting-based exercise game for schoolchildren  
  - Evaluation I  
  - Evaluation II

The case studies were conducted as parts of larger research projects in 2009–2014. The times and relative order of the studies can be seen in the timeline represented in Figure 4.
As is common for the research conducted within our research group, the interaction of the evaluated systems consisted of several input and output methods. These are not limited to modalities based only on human senses, such as seeing or hearing. Instead, some of our systems can be controlled with hand gestures, for instance. Thus, the term used here is the broader interaction technique, referring to the channels or methods through which the user can control the system and the channels through which the system can present content to the user. The same idea can be used in dividing the interaction techniques into input and output techniques: The human provides input for the technology, and the technology provides output for the human. More traditional interaction techniques, such as mouse and keyboard interaction or graphical feedback, are not at the core of our research. The emphasis is on new interaction techniques, meaning that the history of utilizing these methods within human-technology interaction is still rather short. These interaction techniques include, for instance, speech, gestures, and touch as input methods, and text-to-speech, haptic feedback, and lighting as output methods.

Although the evaluated systems employed new interaction techniques and this made the evaluations demanding, the focus here is on the challenges raised by the context and user group(s): The case studies included a variety of evaluation contexts, both domains and physical environments, and very different target user groups. On a general level, it should be noted that challenges that may arise in evaluations are by no means limited to the ones in focus here. A summary of the context, user group(s), and the interaction techniques in each case is represented in Table 5.

While having dramatically different characteristics, the individual cases also demanded different evaluation approaches. A summary of the evaluation details is shown in Table 6, which includes the utilized evaluation methods and data collection approaches.
<table>
<thead>
<tr>
<th><strong>Case name</strong></th>
<th><strong>Context (domain/environment)</strong></th>
<th><strong>User group(s)</strong></th>
<th><strong>Interaction techniques</strong></th>
</tr>
</thead>
</table>
| **MediaCenter** (I) | home environment | adult users with visual impairments | • speech  
• gestures (mobile phone movement)  
• mobile phone keys | • text-to-speech  
• haptic feedback  
• auditory feedback  
• zoomable visual feedback |
| **Drill-Simulator** (II) | industrial domain, training simulator environment | professional drilling industry representatives | • (traditional simulator controls) | • haptic feedback |
| **SymbolChat** (III) | home or school environment | • users with intellectual disabilities  
• personal assistants | • touch  
• mouse + keyboard | • text-to-speech  
• symbols |
| **Event-Explorer** (IV) | public environment: library | library visitors | • speech  
• gestures (hand movement) | • visual feedback |
| **Energy-Solutions** (V) | public environment: housing fair | housing fair visitors | • gestures (full body interaction) | • text-to-speech  
• audio  
• auditory feedback  
• visual feedback |
| **Dictator** (VI) | healthcare domain, work environment: hospital | professional nurses | • speech  
• touch | • text  
• audio  
• visual feedback |
| **LightGame** (VII) | school environment | • schoolchildren  
• teachers | • (traditional body movement) | • lights  
• text-to-speech  
• auditory feedback |

Table 5. Case study summary: context, user group(s), and interaction techniques.
<table>
<thead>
<tr>
<th>Case name</th>
<th>Applied method(s)</th>
<th>Subjective data collection</th>
<th>Supportive, objective data collection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Pre-usage user expectations</td>
<td>Post-usage user experiences</td>
</tr>
<tr>
<td>MediaCenter (I)</td>
<td>SUXES</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>DrillSimulator (II)</td>
<td>SUXES</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SymbolChat (III)</td>
<td>SUXES, Smileyometer</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EventExplorer (IV)</td>
<td>Experiential User Experience Evaluation Method</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EnergySolutions (V)</td>
<td>Experiential User Experience Evaluation Method</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dictator (VI)</td>
<td>SUXES</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>LightGame (VII)</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 6. Case study summary: user experience evaluation details. The symbol ✓ indicates that the data collection method was used in the evaluation, and further ✓ symbols highlight the methods that I was mainly responsible for and that are discussed thoroughly in this dissertation.

Next, the case studies included in the publications will be presented separately. Each case study’s objectives, system, and main challenges are described shortly, after which the evaluation approaches are demonstrated. Each case study introduction is concluded with a discussion of the outcomes and implications for evaluations in similar circumstances. Note that the participants were Finnish and all material presented here is translated from the original Finnish. The introductions here focus on the user experience evaluation point of view. Thus, e.g., system descriptions and other details are kept to the minimum as they can be found in the corresponding publications. Furthermore, the results are not treated as the “results” here, although presenting them in a coherent way clearly contributes to comprehending the relationship between the evaluation approaches and outcomes. The ultimate purpose of this chapter is to provide an understanding of what was done in the user experience evaluation, how it was done, and how successful the outcome was.
3.1 MediaCenter (I)

People with visual impairments usually consider television an important medium. However, interaction with the television functionality is often challenging or even impossible for this user group, as it is mainly based on visual elements, such as remote controls and on-screen electronic program guides. To lower this barrier and to enable the use of television for visually impaired people, in the MediaCenter case (I), we designed and implemented a multimodal media center system utilizing speech output, haptic feedback, and gesture, speech, and key input. The system was evaluated in the homes of visually impaired people. Figure 5 shows a usage environment similar to the evaluations.

The original Publication I is based on this case study.

3.1.1 Objective

The case study aimed at finding out how the participants feel about the Multimodal Media Center designed specifically for visually impaired users and if the system is accessible for them. Furthermore, we were interested to know how they experience the different input and output modalities.

3.1.2 System

The Multimodal Media Center application provides functionality for controlling a set-top box with a mobile phone. It offers untraditional interaction techniques by allowing the use of both speech input and output, haptic feedback, and gesture and key input. The functionality ranges from watching television broadcasts and switching channels to recording programs and watching recordings. The system also has an electronic program guide (EPG) showing channels and individual programs on a grid.
Based on our previous versions for non-disabled users (Turunen, Hakulinen, Hella, et al., 2009), users with physical disabilities (Turunen et al., 2010), and the received feedback, we modified the system to address the special needs of users with visual impairments.

The key characteristics in the current version are speech output, a specialized EPG, and the ability to change user interface settings. Especially regarding users with very low or no vision, the user interface elements, e.g., menus, and the content of the EPG are read out loud concentrating on the relevant information first to allow fast browsing of the EPG. To support users with partial sight, the EPG includes only relevant and simplified information and is fully zoomable. Speech synthesis settings, i.e., rate and loudness, and font color can be adjusted.

The use of the system is also supported by speech input, i.e., giving specific commands without the need to see what is available for selection or memorize the functionality of certain buttons in certain situations or views. With speech commands, it is possible to switch the channel or start recording, as examples. Gesture input, i.e., moving the mobile phone in a certain way, allows possibilities similar to speech input but can be utilized for fewer commands due to the limitations in the number of feasible and robust commands in sensor-based recognition. In the media center designed for users with visual impairments, the key gesture input function activates speech recognition by raising the phone in front of the user’s mouth, but the gesture functionality also allows altering the functions of the keypad by changing the phone’s orientation. The operation is further enhanced with haptic and auditory feedback, which are used to give simpler feedback compared to speech output, such as indicating that a command has been received successfully by triggering the vibration in the phone and playing a corresponding audio signal simultaneously.

3.1.3 Challenges

The challenges in this user experience evaluation case arose from the target user group, but the home environment also needed attention. Because of the participants’ visual impairments, evaluation material, e.g., questionnaires, had to be made accessible: Considering blind participants, the ability to perceive the whole material through the sense of hearing (or touch) is a necessity. To support partially sighted participants, the material can be enhanced with visual choices, such as color combinations and font sizes. Evaluating in one’s home, however, requires discretion and respect. Furthermore, as is the case with most marginal user groups, suitable participants are not easy to find. The evaluation taking place in users’ homes also makes it difficult to reach people willing to let researchers in their private surroundings. Thus, getting participants was also a challenge in this case study.
3.1.4 Evaluation

The user experience evaluation was conducted with three visually impaired male participants in their homes. User expectations and experiences were gathered with electronic forms suitable to be filled in utilizing a screen reader.

Context

This user experience evaluation study was conducted in the homes of the participants in its entirety, and thus, the environment differed among the participants. The usage took place in participants’ living rooms, where we took a high-definition television, a PC, and a mobile phone to run the system.

Participants

With help from the Finnish Federation of the Visually Impaired (FFVI) (Näkövammaisten Keskusliitto), we got three male participants (47–58 years old, mean=51.33, SD=5.86). The participants did not get any compensation for their participation. According to the five-step categorization used by the FFVI (e.g., FFVI, 2012, Table 4) (based on the World Health Organization’s definition), one of the participants had low vision (Category 2, severe low vision), and two were blind (categories 3, profound low vision, and 5, total blindness). The totally blind participant had the visual impairment since birth, and the two other participants, for 10 to 14 years. The blind participants reported that they use separately installed applications (such as WiGdi or Google Maps) on their mobile phones daily, while the participant with low vision never used such applications. Speech input, i.e., speech recognition, was used only by the participant with profound low vision: daily on the mobile phone and monthly elsewhere, e.g., in phone services. Haptic feedback on the mobile phone was used only by the totally blind participant, and he used it daily. Elsewhere, haptic feedback or gesture input was not used by any of our participants.

Procedure

The user evaluation was conducted in periods lasting four, seven, or ten days, depending on the participants’ personal schedules. The procedure of the evaluation periods is presented in Table 7.

After providing their background information, the participants were provided with a brief textual description of the system: “In the Media center system, a set-top box can be controlled with a mobile phone. This is done by giving speech commands, by performing gestures by moving the phone, or by using the mobile phone’s keys. The purpose of the system is to apply new modes of operation in parallel to traditional remote control and thus ease the usage.” In addition, the key characteristics of the system—speech input, gesture input, electronic program guide, and haptic feedback—were described by a few sentences. Based on this knowledge, the participants reported their expectations before going deeper into the functionality of the system, which was done afterwards. Particularly to enable the usage of a screen reader, all of the
questionnaires and the textual material were in electronic form and accessed with an Internet browser.

<table>
<thead>
<tr>
<th>Evaluation phase</th>
<th>Content</th>
</tr>
</thead>
</table>
| Before the usage | • Background information questionnaire  
|                   | • Brief textual description of the system and interaction techniques  
|                   | • Expectations questionnaire  
|                   | • Interview  
|                   | • Verbal introduction of the system  
|                   | • Supported practice of the usage |
| Usage            | • Free-form, independent usage of the system |
| After the usage  | • Experiences questionnaire  
|                   | • Interview |

Table 7. The evaluation procedure of the MediaCenter case (I).

The verbal introduction of system functionality and hands-on practice lasted for about an hour. After that, the participants used the system independently, but they also received a simple list of the available commands and functions. They also were given instructions via email if necessary during the usage period.

Subjective data collection

Background information. Background information was gathered at the very beginning of the evaluation period. The questionnaire included the following information to be filled in: age, gender, years elapsed having the visual impairment, the level of the visual impairment, the frequencies of using separately installed applications on a mobile phone, speech recognition on a mobile phone, speech recognition elsewhere, vibration or other haptic feedback on a mobile phone, vibration or other haptic feedback elsewhere, and gesture-controlled applications or devices.

User expectations and experiences. In this case, user expectations and experiences were gathered using SUXES (see Section 2.2.2 for details). All the original statements—speed, pleasantness, clarity, error-free use, error-free function, easiness to learn, naturalness, usefulness, and future use—were asked separately concerning the usage of the Media center as a whole, gesture control, speech commands, and haptic feedback. Unfortunately, expectations and experiences considering speech output were not gathered at all. The participants reported their expectations based on a very brief description of the system only, as presented above in Section Procedure. Like the original form of SUXES, the expectations were reported by giving two values for each statement—an acceptable and desired level—and the experiences by giving one value on a seven-step scale ranging from low to high. The tense of the statements was not changed for the experiences
questionnaire. Instead, the wording of the statements followed the pattern “Using the speech commands is pleasant” throughout the evaluation.

A more considerable issue than the content of the user experience evaluation was the representation of the material in this evaluation case. To ensure accessibility for visually impaired participants, the questionnaires were in electronic form, and they were designed for and tested with a screen-reader application. Normally, the seven-step scales for SUXES statements are represented as sequential check boxes for expectations and radio buttons for experiences. As there were 4*9 statements and, e.g., expectations were given with two values, i.e., each statement would have had 2*7 check boxes, the participants would have heard the screen reader saying “check box” 504 times in addition to the other content. Obviously, this would have been totally inappropriate and taken the focus away from the purpose. Thus, the scales were replaced with text fields. This narrowed the number of read-aloud input elements to 72 in the expectations questionnaire and to 36 in the experiences questionnaire. Although still somewhat laborious, we could not devise a better solution for gathering data.

In addition to the screen-reader compatibility, we supported the partially sighted participants by providing special material for them. According to our knowledge, the individual differences in perceiving color combination contrasts are great. Thus, we offered the questionnaires and other electronic material in four color combinations: yellow or white text on a black background and black text on a yellow or white background. Another version without the irrelevant content of choosing the color combination was available for the totally blind participants.

**Interviews.** Semi-structured interviews were conducted both before and after the actual usage period by our project partners. The interview before the usage period lasted about 45 minutes and included topics such as the current usage of television and its functionality and expectations considering the new system, its functionality, and modalities. The interview after the usage period lasted about an hour and included wide discussion of the experiences about the system, its functionality, and modalities, as well as areas for development.

**Supportive, objective data collection**
Log data were collected from interaction events and the usage of modalities. However, recordings of audio or video were not made because of privacy reasons. Log data without any connection to real-world events, such as a true problem with the system or a poorly given speech command, cannot provide insights into user experiences or support the findings in this respect. Thus, the log data were not analyzed as part of the user experience evaluation in this case.
3.1.5 Outcome and Conclusions

My main responsibility in this evaluation case concerned gathering user expectations and experiences. This was done by using a set of statements that the participants rated from their own point of view. A summary of the questionnaire-based SUXES results can be seen in Figure 6.

![Diagram](image)

**Figure 6.** Participants’ expectations and experiences in the MediaCenter case (I). The grey areas represent the gap between median expectation values (acceptable–desired level), and the black symbols represent the median experience levels of the corresponding targets, i.e., the MediaCenter, haptic feedback, gestures, and speech input.

Based on the gathered SUXES expectations data, it is possible to conclude that the participants had rather high practical expectations: They expected
the system and the modalities to be clear and function without errors, but more than anything, they expected usefulness. Apart from some exceptions, the expectations were met, but some were even clearly surpassed. For example, the system as a whole and the modalities—haptic feedback, gesture input, and speech input—were experienced as easy to learn, the corresponding statement reaching a median of seven out of seven considering each assessed target aspect.

Based on the SUXES results, it is fairly straightforward to spot which properties of the evaluated system were successful. Considering iterative system development, these positively experienced properties do not require further development efforts. Properties that were experienced worse, i.e., did not meet expectations at all or barely met the acceptable expectation level, can be discovered as well. These properties are the critical ones from a system development point of view. However, to make something better, one has to know exactly what is the problem and how to make it better—the simple idea of “Let’s improve it” alone is not enough.

The power of the SUXES method is quickly detecting which properties or elements of a system succeeded or failed by comparing the user expectations and the actual experiences. However, it does not provide direct and detailed information on what the property succeeded or failed on. Thus, additional methods for finding out reasons for the user experiences and receiving development ideas from the users themselves are needed. In this evaluation case, such an insight was achieved through the interviews, i.e., reflecting the user experience measures’ data with the issues raised in the discussions with participants. For example, the median experience of error-free function of speech input was only three, and the interviews revealed that at least some participants had experienced misinterpreted and unrecognized commands, system crashes due to speech commands, as well as some delay in the recognition process. Conversely, the participants stated that the speech commands were logical and intuitive, which can be seen as the high experience ratings of easiness to learn concerning speech input.

Through the interviews, we were able to find out that speech output was highly appreciated by the participants: They saw it as the most important feature of the system. Because speech output minimizes the need for visual interaction, it supported the use of the electronic program guide enormously: It allowed the users to browse the EPG from a distance for the partially sighted participants, e.g., while making the use of a magnifier unnecessary. For our totally blind participant, the speech output enabled him to make recordings—something that had been long impossible. These positive experiences would have been interesting to capture with the SUXES ratings, as well as the expectations regarding speech input, which were unfortunately not included in the expectations questionnaire.
The interviews conducted by our project partners turned out to be an essential part of the evaluation and provided reasons for and insights into user experiences that could not have been derived from the SUXES data alone. Without using interviews or another method for free-form feedback, the statements would have to be unrealistically specific. In addition, ideas for development areas are not received when gathering subjective data based on statements only. For example, in this case, we received several development ideas through the verbal discussions with the participants.

Considering addressing the challenges in this evaluation case, mainly the participants’ visual impairments, our solutions were suitable. Providing the evaluation material in electronic, screen-reader compatible form and allowing four color combinations enabled all participants to provide their user expectations and experiences. Although the evaluation was conducted in an intimate environment in the homes of the participants, the participants were enthusiastic and co-operative. We believe they did not feel intruded upon because of our friendly, respectful way of communicating with them.
3.2 DRILLSIMULATOR (II)

While using working machines, there is a common need for switching visual attention between the main work activity and secondary targets (such as meters or controls), and we wanted to investigate the possibilities for haptic feedback in this context. In DrillSimulator case (II), we implemented haptic feedback on selected driving and rod positioning events on a surface drill rig simulator and evaluated the prototype on a training simulator\(^1\) with professionals from the drilling industry. Figure 7 shows the evaluation environment.

This case study resulted in the original Publication II.

![Figure 7. The evaluation environment of the DrillSimulator case (II): The user sits on the seat and sees the view attached to the top-left corner on a screen in front of him (Keskinen, Turunen, Raisamo, Evereinov, & Haverinen, 2012, Figure 1, © Springer Berlin Heidelberg 2012).](image)

3.2.1 Objective

The case study aimed at finding out how the participants feel about the haptic feedback. In particular, we were interested to know whether the feedback would be truly useful in such work machines.

\(^1\)In the original publication (Publication II), we oversimplified the evaluation environment down to “a laboratory,” when in fact it was a real-world simulator environment used for training real drill rig operators, and by no means an artificial laboratory environment.
3.2.2 System
Generally, surface drill rigs are used to drill blast holes. In the training simulator used in our evaluation, the driving and the drill rod positioning are executed with four joysticks, two for both hands. We integrated vibrating motors into the right hand’s joysticks and implemented functionality to produce tactile feedback from selected events related to driving the rig and positioning the drill rod. When a person drove the rig, warning-like feedback was given regarding the danger of falling over and locked the crawler oscillation. For positioning the drill rod, we created two opposite feedbacks: A) increasing (amplitude and frequency) pulse-like feedback when approaching the correct drilling hole point, which stops at the exact point, and B) decreasing (amplitude and frequency) feedback when approaching the correct drilling hole point, which also stops completely on the exactly correct point.

3.2.3 Challenges
The challenges in this user experience evaluation case concerned the context: The industrial setting alone raises challenges and requirements not existing in leisure-related evaluations. Furthermore, the very narrow and specific industry area of drilling made it practically impossible to find readily existing and suitable methods, questions, and user experience measures for this case. Thus, the user experience evaluation was heavily case-oriented. An additional challenge also related to the narrow target domain was the lack of suitable and available participants.

3.2.4 Evaluation
This user experience evaluation was conducted in a drill rig simulator environment with five male participants from the drilling industry. User expectations and experiences were gathered with (mainly) electronic forms. In addition, interview questions were asked.

Context
The study concerned the domain of work machines and, more specifically, the drilling industry. The physical environment for the evaluation was a drill rig simulator used for training drilling personnel, i.e., drill masters. The simulator consisted of an operator seat, drill rig controls (monitors, joysticks, etc.), and a large projection screen in front of the user (see Figure 7). As mentioned above, the joysticks for the right hand were replaced with ones having vibrating motors.

Participants
We had five male participants (29–50 years old, mean=39.2, SD=9.26), who were all professionals from the drilling industry (drill masters, product development, or training simulator personnel). All participants were recruited from the company where the evaluation was conducted, and they did not receive any compensation for their participation. The frequencies of using either a real drill rig or a drill rig simulator varied between the
participants, but they all had earlier experience with both. Previous experience with vibration or other haptic feedback in applications was rare among the participants.

Procedure
The user evaluation was conducted as one-time evaluation sessions lasting about an hour per participant. The procedure of the sessions is presented in Table 8.

<table>
<thead>
<tr>
<th>Evaluation phase</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before the usage</td>
<td>• Consent for participation and videorecording</td>
</tr>
<tr>
<td></td>
<td>• Expectations questionnaire (incl. background information)</td>
</tr>
<tr>
<td></td>
<td>• Expectations or comments, both delivered verbally</td>
</tr>
<tr>
<td>Usage session 1</td>
<td>• Driving task (driving events’ feedback)</td>
</tr>
<tr>
<td></td>
<td>• Drilling task (no haptic feedback)</td>
</tr>
<tr>
<td></td>
<td>• Drilling task (rod positioning events’ feedback A)</td>
</tr>
<tr>
<td>After the usage session 1</td>
<td>• Experiences questionnaire</td>
</tr>
<tr>
<td></td>
<td>• Verbal interview questions</td>
</tr>
<tr>
<td>Usage session 2</td>
<td>• Drilling task (rod positioning events’ feedback B)</td>
</tr>
<tr>
<td>After the usage session 2</td>
<td>• Verbal interview questions</td>
</tr>
</tbody>
</table>

Table 8. The evaluation procedure of the DrillSimulator case (II).

The instructions for the tasks were given verbally. In the driving task, the participant was asked to drive the drill rig to a marked route visible on the terrain, and in the drilling task, they had to drill a row of five holes of about 20 centimeters in depth. Apart from the given feedback, the drilling task was similar every time. To find out how intuitive the functionality was, nothing specific about the haptic feedback was told to the participants before the usage, e.g., which events would trigger it.

Subjective data collection

Background information. We gathered background information from the participants together with their expectations: age, years elapsed since the first-time use of a drill rig simulator and a real drill rig, the frequency of their current use, and the frequency of the current use of haptic feedback in general.

User expectations and experiences. In this case, user expectations and experiences were gathered using SUXES (see Section 2.2.2 for details). The only difference from the original form was that, instead of the nine statements, we asked only four of them: speed, pleasantness, usefulness, and future use of haptic feedback. This reduction was done because the other statements felt irrelevant considering the goal of the study; i.e., evaluating the experienced usefulness of haptic feedback in such work machines and interview questions were seen to be more important and revealing in this
case. In addition, the fact that only a feedback modality, not a whole system, was under evaluation might have made assessing statements like “Haptic feedback is easy to learn” quite difficult to conceptualize.

There was no introduction of the haptic interface or possibility to try it out before the participants filled in their expectations. Based on the text on the consent for participation and videorecording, they only knew that the test was about new properties of the drill rig simulator. Consequently, the expectations they provided were based on their previous experiences or conceptions about haptic feedback. The experiences questionnaire was filled in after usage session 1, meaning it did not cover the rod positioning events’ feedback B. This approach was used to ensure the quantitative data would have been as pure as possible, i.e., not affected by the verbal interviews and discussion. Both user expectations and experiences questionnaires were in electronic form.

**Interviews.** The interview questions asked verbally after the first usage session and experiences questionnaire were:

1. About which functions or events was haptic feedback given?
2. How useful do you feel haptic feedback is, related to these functions or events?
3. What kind of feelings do you have about haptic feedback at the moment?
4. Did the haptic feedback reduce the need to look at the simulator’s screen?
5. Was the haptic feedback annoying?
6. Should the haptic feedback be modified somehow? How?

After the second usage session, i.e., at the end of the evaluation session, the following summarizing questions were asked verbally:

7. Which positioning feedback was better? Why?
8. How could the haptic feedback be developed?
9. In what other situations could it be used?
10. Do you have other comments/ideas?

**Supportive, objective data collection**

We have no objective data that would support interpreting the subjective user experience data. The sessions were videorecorded (both the participant and the simulator screen), but this data did not provide useful insights. We also used an Eyebox2² device by Xuuk Inc. to capture participants’ eyes to find out whether the haptic feedback would decrease the need to look at the simulator’s control display. Because of the limited space, the device had to be placed rather near the participants, about one meter away. However,

switching visual attention between the projected simulator view and the simulator’s control display did not necessitate head or body movement, but instead was possible by only moving one’s gaze. We learned that the Eyebox2 did not capture the focus of the gaze reliably enough in this setup, and thus, these data could not be used.

### 3.2.5 Outcome and Conclusions

My main responsibility in this evaluation case was to design and conduct the collecting of subjective data. This was done by gathering user expectations and experiences with statement-based questionnaires and verbal interview questions. The statement results can be seen in Figure 8.
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**Figure 8.** Participants’ expectations and experiences in the DrillSimulator case (II). The grey areas represent the gap between median expectation values (acceptable–desired level), and the black squares represent the median experience levels (Keskinen, Turunen, Raisamo, Evereinov, & Haverinen, 2012, Figure 4, © Springer Berlin Heidelberg 2012).

As can be seen, the participants had quite high and consistent expectations towards haptic feedback. The median acceptable level for speed, pleasantness, and usefulness was five, and the median desirable level for these properties was six, meaning the participants demanded both pleasantness and efficiency from the haptic feedback, but did not believe in the perfect fulfillment of these properties. The user experience results clearly show that haptic feedback was not experienced to be useful by the participants. Again, the SUXES results alone do not provide insights into the reasons behind the experiences, but the interview data reveal possible reasons. For example, the participants were mainly unable to identify the exact events that triggered the feedback. The function and operation of a drill rig cover an enormous number of events, and for safe and effective operation, it is necessary for the operator to understand what is happening. Based on our results, this was not realized with the selected combination of events and the given haptic feedback. Thus, it seems only natural that the participants did not regard haptic feedback as useful. However, the median experience of future use was on the positive side, which indicates that the participants still believed in haptic feedback in this domain. This time, only the selection of the events that trigger the feedback was not successful. We wanted to see how intuitive the haptic feedback was, and thus, did not say anything about the events to the participants beforehand. We were too optimistic regarding the recognizability of the events and still too unaware of the complexity of the system and its operation. Consequently, the participants mentioned that it would have been beneficial to know beforehand what “feedback” meant.
The main challenges in this evaluation case arose from the context: the industrial setting in general, the specific area of drilling, and thus, the non-existence of readily suitable user experience evaluation methods. With the selected methods, i.e., gathering user expectations and experiences with a selection of SUXES statements and interview questions, we were able to find out that the participants did not gain added value through the haptic feedback with the selected events. However, this does not mean that haptic feedback would not be useful in such work machines at all. The participants acknowledged the potential of haptic feedback in case the correct and most beneficial events would be found. Based on this evaluation, it is not possible to say what these events would be, though. In this study, the haptic feedback was integrated into an existing user interface that was somewhat familiar to the participants. Thus, they were able to utilize the graphical elements quite effectively. Consequently, the integrated haptic feedback was insufficient to provide additional value to them. When enhancing traditional interfaces with additional modalities, it would be better to redesign the whole system. Obviously, this was out of the scope and resources of our research project.

When evaluating the user experience of work machines in very specific domains, one needs to thoroughly familiarize oneself with the work tasks, equipment, and routines. Pragmatically, this means communicating with the representatives of the final target user group to understand the context from the final user’s point of view. In contexts that are not at the core of the researchers’ expertise, this is the only way to identify the elements or properties that are even worth evaluation. As is common in our research, this case also included the design and implementation of the system. At this point, it would have been extremely important to communicate with the true target users, i.e., drill masters, so we could have designed the whole functionality and chosen the appropriate events based on the actual needs.

Although a lot of resources and thought were put into the design, we as HTI researchers and a product development representative from the target field were not able to understand the actual work routines and the workers’ needs well enough. Afterwards, it seems clear that input from the actual users would have been very valuable as early as the design phase. This does not concern the user experience evaluation directly, but more appropriate design choices would have made the evaluation more worthwhile as well, because then we could have evaluated functionality that arose from needs, not educated guesses. Moreover, if we would have already known what the target users need or wish for, and thus could have designed the functionality better, we could have also evaluated user experience on a more detailed level and gained insights of utilizing haptic feedback in such surface drill rig equipment. Gaining insights into user experience requires using the correct measures and asking the correct questions, which further requires profound understanding of the context and users.
3.3 **SYMBOLCHAT (III)**

Unfortunately, people with intellectual disabilities easily remain outside the modern digital world. Although there are numerous applications for real-time remote communication available, they are mainly inaccessible for people with intellectual disabilities, as they require reading and writing skills, or are otherwise simply too complicated for this user group. Furthermore, special applications for real-time communication for this user group are available, but apart from very few examples, they are meant for face-to-face communication and do not support remote social communication. To promote the inclusion of people with intellectual disabilities, we designed and implemented a symbol-based instant communication application, the SymbolChat, utilizing touch-screen input and speech output.

Knowledge about this specific user group was provided by our project partners from the Rinnekoti Foundation, which is a rehabilitation center providing services for special user groups. The system was evaluated with the representatives of the target user group in a classroom and home environment. Figure 9 shows a sample usage situation and environment.

The original **Publication III** is the outcome of this case study.

![Figure 9. A usage situation similar to the SymbolChat case (III) evaluations.](image)

### 3.3.1 Objective

In the SymbolChat case (III), we wanted to investigate the potential of a picture-based communication tool allowing real-time, remote communication for users with intellectual disabilities. Particularly, we were interested in studying how the users themselves feel about the system and how these experiences relate to the views of the assistants. “Assistant” here refers to a
caregiver, relative, personal assistant, or teacher, e.g., the person helping the participant during the evaluation. The assistants can be considered another user group here, as they also used the system, at least while introducing it to the actual participants. Nevertheless, many participants required support throughout the evaluation sessions. We also wanted to find out how the modalities, touch input, and speech output suit this purpose and user group of intellectually disabled persons.

3.3.2 System
The SymbolChat application is a picture-based communication tool for users with intellectual disabilities. It is the result of a collaborative and iterative development process with professionals of the field and representatives of the user group. The application emphasizes touch-screen input as well as symbol and text-to-speech output, but allows also mouse and keyboard interaction. The evaluated version of SymbolChat uses a set of about 2,000 Picture Communication Symbols by DynaVox Mayer-Johnson LLC. The symbol set was constructed within the project together with speech therapists and other practitioners from the Rinnekoti Foundation who were familiar with the user group.

The user interface of SymbolChat can be seen in Figure 10. The interface is divided into three main views: 1) message history view, 2) symbol input view, and 3) symbol category view. The message history view shows a participant list on the left and the sent and received messages on the right. Messages are read out loud using text-to-speech when they appear, and they can be replayed with the buttons in front of the messages. The symbol input view at the bottom of the interface includes functionality for composing, previewing, and sending messages. Messages can also be played with text-to-speech before sending. The symbol input view displays the available symbols of the currently selected category. In case the category includes so many symbols that they cannot fit in the area all at once, they are distributed into pages presented as folder icons. Finally, the symbol category view includes a Quick Menu and the seven main categories: People, Verbs, Nouns, Dining (related nouns), Descriptives, Questions, and Additional words. These can further be subcategorized. The categories are separated by a color according to the adapted Scandinavian categorization for Bliss symbols. In addition to the elements visible all the time, the application provides settings for enabling or disabling text-to-speech, switching between symbols and text to be shown in the message history review, and changing the symbol size.

---

Figure 10. The graphical user interface of the SymbolChat application (Keskinen, Heimonen, Turunen, Rajaniemi, & Kauppinen, 2012, Figure 2, © 2012 British Informatics Society Limited).
In practice, the interaction with the application follows this simplified pattern: The user selects a main category from the symbol category view, which updates the symbol input view accordingly, and selects a symbol from the symbol input view. The user then presses the Send message button, after which the message appears in the message history view and is read out loud.

3.3.3 Challenges
From an evaluation point of view, the fundamental challenge here was the target user group. Intellectual disabilities may affect the ability to read and write, but more importantly, the ability to comprehend things of varying complexities. Thus, the user experience evaluation could not be based on traditional questionnaires requiring reading and writing skills. As the difficulties among this user group are extremely individual, the evaluation material content had to be designed so it would be suitable for all participants, but the data would be as comparable as possible. Like comprehension and communication skills, the motivational and behavioral characteristics of individuals vary greatly among people with intellectual disabilities. Therefore, keeping the participants motivated and feeling as comfortable as possible was an issue that needed attention.

Because we wanted to study topics obviously too difficult for the end-users to understand or give feedback on, the familiar assistants of the users were included in the user experience evaluation. This raised further challenges in the evaluation design: how to mimic the subjective data gathering when, in fact, the collection is rather objective. Although we worked in close collaboration with professionals from the field of special needs care, getting suitable and available participants was hard. Furthermore, as the conducting of the evaluation did not involve only participants and researchers, space, time, and other resources also limited the evaluation.

3.3.4 Evaluation
This user experience evaluation was conducted with nine male participants with intellectual or other disabilities. Statement-based user experiences were gathered utilizing smiley face cards and open questions from the participants themselves as well as expectations and experiences with statements from their assistants.

Context
The evaluation sessions took place in a classroom or home environment, and thus, the physical context varied between evaluation groups and sessions. The participants were either in separate physical locations or in the same space. Each participant used the system with a computer enabling touch input, i.e., having a touch screen. At least a participant, an assistant, and a researcher or a representative from the Rinnekoti Foundation was present at the evaluation scene.
Participants
We had nine male participants (14–37 years old, mean=25.89, SD=8.78), of which eight had an intellectual disability. Many of the participants had multiple disabilities of varying severities, e.g., physical, visual, hearing, or speech disability; autism; or behavioral disorder. All participants communicated with speech, utterances, or single words, and three used additional communication methods, i.e., symbol language, gestures or facial expressions, signing, physical communication, or a communication binder. It is noteworthy that only two participants used symbols, and only one of them was familiar with the Picture Communication Symbols, the symbols utilized in the SymbolChat application. Except for one participant, everyone used a computer at least on a weekly basis. The level of the participants’ reading or writing skills is unfortunately unknown, but at least some participants were able to read and write. The participants were recruited by the Rinnekoti Foundation, and they did not receive any compensation for their participation.

Procedure
The user evaluation was conducted for four weeks. Each week, a group of two or three participants had three evaluation sessions lasting about 1 to 1.5 hours. The procedure and content of the evaluation sessions are presented in Table 9.

<table>
<thead>
<tr>
<th>Evaluation phase</th>
<th>Content</th>
</tr>
</thead>
</table>
| Session 1        | • Introduction of the system (by the assistants)  
|                   | • Using the system, i.e., communicating with other participants |
| Session 2        | • Interview (led by the assistants)  
|                   | • Expectations questionnaire (filled in by the assistants from the participants’ point of view)  
|                   | • Using the system |
| Session 3        | • Using the system  
|                   | • Interview + user experiences (led by the assistants)  
|                   | • Experiences questionnaire (filled in by the assistants from the participants’ point of view) |
| After the usage sessions | • Textual feedback from the assistants |

Table 9. The evaluation procedure of the SymbolChat case (III).

Because of different evaluation groups, locations, and individual characteristics of the participants, executing the procedure consistently throughout the evaluation was not realistic in this case. However, the procedure followed the content presented in Table 9 quite well. A significant feature in the whole evaluation case was that the sessions were led and practically all communication with the participants was done by the
familiar assistants, not by us researchers. This approach was selected to make the participants feel as comfortable and natural as possible.

The assistants were given brief written instructions about the system, and in the beginning of the first evaluation session, the assistants introduced the system and its functionality to the participants. After the introduction, the participants communicated with each other by using the SymbolChat application. The assistants had a list of possible discussion topics to refer to if the communication seemed to stop at any point of the evaluation.

In the beginning of the second session, the participants were interviewed by the assistants about their current communication ways and routines. The assistants also filled in an expectations questionnaire from the point of view of the participant and based on the first impressions received in the first session. For the rest of the second session, the participants communicated with each other.

The third session consisted of using the system and providing feedback. After communicating with each other, the participants were interviewed by the assistants. In addition to open questions, user experiences were gathered with statements ranked on a smiley face scale. Finally, the assistants filled in an experiences questionnaire again from the point of view of the participant, similar to the expectations. After the evaluation, the assistants were asked to provide feedback on certain questions through email. A participant-specific background information questionnaire was also filled in by the assistants at some point of the evaluation or outside the actual evaluation sessions.

Subjective data collection

Background information. The background information questionnaire included the following information: age, gender, participants’ disabilities and their severities, disability-related aids in use, communication methods used, the frequency of using a computer, computer usage purposes, aids in information technology devices, and the motivation to participate in the study. The paper questionnaire was filled in by the participant’s assistant.

Interviews and smiley face scale user experiences. The interviews, as well as other communication with participants, were led by the assistants whenever possible. They were instructed to modify and adapt the questions given by us to suit the participants’ limitations and abilities. This was obviously something we would not have been able to do very successfully being unfamiliar with the participants and their individual characteristics.

The interview held at the second session was a rather general discussion about the participant’s current communication ways, hopes, and needs. The planned structure of the interview included the following questions:
• Do you communicate with your friends or family using a computer? Who would you like to communicate with using a computer?
• Would you like to communicate more with your friends and family?
• Would you like to communicate using a computer, or do you prefer some other way?
• Is there something especially easy or hard in communicating currently?
• Is there something especially fun or unpleasant in communicating currently?
• Would you like to have some properties in your current communication tools that they do not have now?
• Are there properties that should definitely be there?

The final interview, held on the third session, included the following questions considering the experiences of the communication:

• What was fun in the communication?
• What was unpleasant in the communication?
• What was hard in the communication?
• What was easy in the communication?
• What properties should the application have had?
• What did you think about the pictures (symbols)?

During the final interview, user experiences from the participants themselves were gathered with smiley face cards. The Smileyometer method by Read, MacFarlane, and Casey (2002) was originally designed to be used with children. We believed this fun approach would be suitable for people with intellectual disabilities, as traditional scales might be hard to understand for them. The scale ranges from “extremely sad” to “extremely happy,” and the actual cards I constructed are represented in Figure 11. As can be seen, we did not use any textual labels, unlike Read et al. (2002), because we figured this would have only confused the participants unable to read.

Figure 11. The smiley face cards used in the SymbolChat case’s (III) evaluation.

For each question, the concrete cardboard cards were placed in front of the participant, and the assistant presented the question verbally, after which the participant selected the card best corresponding to his opinion. The assistant marked down the answer on the interview form along with the other answers. The questions answered with the smiley face cards were:
Was the communication fast?
Was the communication fun?
Was the communication hard?
Would you like to communicate this way again?

User expectations and experiences by the assistants from the participants’ point of view. As we see that the gathering of expectations is an essential part of the user experience evaluation, we wanted to include that in this evaluation as well. However, based on our observations and discussions with the professionals of the field, we felt that conceptualizing and reporting expectations would be too challenging for the users with intellectual disabilities. Thus, we asked the assistants to fill in the expectations questionnaire from participants’ perspectives. To keep the expectations and experiences comparable, the assistants filled in the experiences as well.

Both the expectations and experiences were gathered utilizing SUXES (see Section 2.2.2), but we simplified it by asking for only one value per statement in the expectations questionnaire. This reduction was done because the need to position oneself according to another person’s expectations seemed difficult enough, not to mention reporting those with two values. Concerning both expectations and experiences, the answers were given on a seven-step scale to the following statements:

1. Using SymbolChat is fast.
2. Using SymbolChat is pleasant.
3. Using SymbolChat is clear.
4. Using SymbolChat is error-free.
5. SymbolChat functions in an error-free manner.
6. It is easy to learn to use SymbolChat.
7. Using SymbolChat is natural.
8. SymbolChat is useful.
9. I would like to use SymbolChat in the future.

Feedback from the assistants. Summarizing feedback was requested from the assistants through email after the evaluation sessions. The following participant-specific questions, 1–7, and user group-specific questions, 8–11, were sent to the assistants:

1. What was the name of the participant you assisted?
2. How do you think the usage situation went?
3. Was the social communication of the participant different than usual while using the application?
4. To what extent did learning to use the application occur during the test sessions?
5. Was using the application a positive, neutral, or negative experience for the participant?
6. How realistic do you think independent usage would be, and how long or how many supported usage times would this take?
7. Free-form participant-specific comments?
8. In your opinion, what worked well in the application, considering this user group?
9. In your opinion, what worked badly in the application, considering this user group?
10. Can you think of properties that should be added to the application, considering this user group?
11. Any other comments?

Supportive, objective data collection
We collected objective data mainly with the informal walkthrough (Riihiaho, 2009), but we also logged communication event data and did some videorecordings. Regarding the informal walkthrough used in the second and third session, we had an observation sheet, which included the application features and information about whether they were found and used independently, with help or not at all by the participant. The features included, e.g., selecting different main symbol categories or subcategories, adding or erasing symbols, and sending or replaying messages. The researcher observed the communication and filled in the sheet accordingly.

The log data included basic information about the communication, such as adding or erasing symbols, or sending messages. We did not record data about the content of the messages or the meanings of added symbols, because we wanted to respect the privacy of the participants. Thus, the log data do not provide insights into the content of the communication or its meaningfulness.

Some of the evaluation sessions were also videorecorded. Mainly to find obvious problems in the usage, about an hour of this material was analyzed with project partner representatives by adapting the Interaction Analysis Lab method (Jordan & Henderson, 1995).

3.3.5 Outcome and Conclusions
My main responsibility in this evaluation case was to design the collecting of subjective data, both from the participants and the assistants. The data from the participants were collected with a combination of interview questions and scale-based statement-like ratings. The interview regarding the current communication habits was conducted with five participants. Only two of the respondents stated they use a computer when communicating with their friends and family. Four participants speculated that the computer might be the best tool for communicating, while one participant preferred calling because the phone is easier and more fun to use. The user experience results received with the smiley face cards can be seen in Figure 12.
The interview regarding user experiences was conducted successfully with six participants. With the rest, the interview could not be performed either because they were not present or because of practical reasons in the last session. As can be seen from Figure 12, the results are positive: Objectively speaking, the actual speed of the communication was rather slow, but the respondents reported the speed of communication fairly high (median=4.5). Although the communication might have seemed slow to non-disabled persons, it seems natural that it felt faster for these users, especially compared to the communication methods they normally use (e.g., utterances or using a symbol binder). The respondents also clearly stated that the communication was fun (median=4.5), and they would like to communicate this way again (median=4). Surprisingly, compared to the other ratings, the respondents rather realistically reported the communication to be quite hard (median=2).

Overall, the experiences were positive and show the system’s great potential. For example, the fun factor was rated quite high, and it seems one of the most crucial elements for this user group, as there are some issues with motivation in every activity. This conclusion is supported further with the result of willingness to use this method of communication again in the future. All of these results should be viewed in consideration that the symbols were not familiar to the participants, as only two of the users even participating in the evaluation had prior experience with symbol usage—the results described here include only one participant with prior knowledge with symbols, and he was also the only one with no intellectual disability. Thus, the system seems to be motivational despite the fact that the content is not very familiar to the users.

Based on the results and our observations, we do acknowledge that the symbol set should have been smaller, despite the already promising results with this evaluation setup. The symbols to different categories were selected so they would include basic terms for everyday communication. The final set of about 2,000 symbols may have been quite appropriate for symbol users, but for these participants, the symbol set divided into several
categories seemed to be too challenging to manage and utilize. For people not familiar with symbols or little children just learning to communicate, the symbol set should be very narrow in the beginning, and then it can be gradually grown. All in all, a communication tool for this user group should be highly customizable because of the significantly different abilities among individuals.

![Figure 13. The median expectations (n=6) and experiences (n=7) reported by the assistants from the participants’ point of view. White circles represent expectations, and black circles represent experiences.](image)

Both the expectations and experiences reported by the assistants from the participants’ point of view were received considering six participants (and only the experiences considering a seventh participant). The results are shown in Figure 13. There were no statistically significant differences between expectations and experiences. However, considering the median responses, pleasantness and easiness to learn the system barely missed meeting the expectations. The experiences considering the other statements were either fulfilled or exceeded.

This evaluation case was extremely challenging, and not all of the practical issues could be addressed optimally. Obviously, one reason behind these shortcomings is the challenging user group. Moreover, somewhat as a consequence of the user group, there were many stakeholders involved, which in turn decreased the control over the performance of the evaluation executors. Analyzing the evaluation, the practical shortcomings include that interviews were conducted about the participants’ current communication ways, hopes, and needs only for the two first weeks of evaluation, i.e., for the two first groups. The final interview regarding experiences took place only for six participants. Furthermore, there were issues with the assistance of the participants: Sometimes the researchers had to communicate with the participants because there were no familiar assistants available. As a more
notable issue, the person assisting a specific participant was not always the same for all sessions. As a result, the interviews and questionnaires concerning a specific participant were not conducted or filled in by the same person by default.

Unfortunately, due to reasons out of our control, we were not able to get fully representative participants for the evaluation. The current participants were not symbol users, and only a few of them had any kind of experience with symbols. However, some of the participants had either too severe or different kinds of disabilities, so they clearly were not potential target users for the system as such. At least two participants could not touch the screen and select symbols independently. Especially considering the participant without any intellectual disability, observing the usage was painful for his sake as the input method he used was extremely slow and incompatible with the system and its functionality at that time. The application could go through the categories and symbols automatically, e.g., and the user could select a symbol when it was in focus. Accordingly, the application might benefit this participant by speeding up his communication, compared to constructing words letter by letter, for instance.

From a user experience point of view, the evaluation approaches provided a lot of helpful information about the experiences of the users. Already as such, the system showed great potential within this user group—even for individuals without prior experience with symbols. Considering the participants represented symbol users, though, the possibilities of the application as a true enabler of independent communication could have been better investigated.
3.4 EVENTEXPLORER (IV)

Public displays are a rather new and popular way to provide information to people visiting public environments, e.g., shopping centers and museums. They can include useful information about bus schedules or locations of shops, for instance. To utilize the idea of public displays in an amusing way, we developed a multimodal public display application for exploring cultural events. The Experiential Program Guide is operated with gesture and speech input. The user experience of the system was evaluated with library visitors, and an example usage situation can be seen in Figure 14.

This case study is the first of the two studies presented in the original Publication IV.

Figure 14. An evaluation situation in the EventExplorer case (IV) where I am observing the usage and filling in the observation form (© Marja Laivo).

3.4.1 Objective

In the EventExplorer case (IV), we wanted to provide an unusual and fun way to browse information; we wanted to provide something experiential (see Section 2.2.3, p. 18, for definition). The objective of the evaluation was to measure the experientiality level of the system and the pleasantness of the input techniques, speech, and gestures.
3.4.2 System

The Experiential Program Guide consists of two interface views, the Word Cloud and the Metro Map. The Word Cloud (Figure 15) presents words on an invisible globe, which can be moved with one’s hands. The words visible in the cloud can be selected by moving them into the middle or by speaking them out loud, making the interaction a combined usage of modalities. This step is repeated three times until a sequence of adjective/noun/verb is constructed. Each word represented in the cloud is linked to at least one cultural event, but the words are not traditional keywords describing the events. Based on the selected words, unexpected “metro routes” are created and represented in the Metro Map view (Figure 16). Each route corresponds to an event category, such as art exhibitions or musical events, and each stop includes the co-located events. The routes can be selected by pointing or speaking out loud the category name on top of the screen. Each time a route is selected, the view moves to the next stop of the route, and details of the corresponding event(s) are shown. The user can move back to the map overview or to the Word Cloud by pointing the “Back” (Takaisin in Finnish) item or saying it out loud.

Figure 15. The Word Cloud view showing the selectable adjective keywords. Visible here are, e.g., “absurdi,” which is “absurd” in English; “luvaton,” meaning “unauthorized”; and “vaarallinen,” meaning “dangerous” (Keskinen, Hakulinen, et al., 2013, Figure 2, © ACM 2013).

3.4.3 Challenges

The challenges in this case study rose from, first, the public environment, and second, the measurement of experientiality. Having a public environment as the physical evaluation context brings up many challenges to be solved. For example, one has to be able to attract people to participate and gather enough information to gain insights in a way that still is not too demanding for the participants. Furthermore, because the participants cannot be recruited beforehand for this kind of evaluation, everything has
to be based on pure volunteerism. This inevitably leads to incomplete data, which makes analyzing and combining data from different sources and drawing comprehensive conclusions difficult. Having experientiality as the user experience target, however, posed a challenge because there was no readily available user experience evaluation method to study it. Instead, one had to be created.

![Figure 16. The Metro Map view showing the selectable routes and stops (Keskinen, Hakulinen, et al., 2013, Figure 3, © ACM 2013).](image)

### 3.4.4 Evaluation

This user experience evaluation was conducted in a public library environment with 38 users in total. User expectations and experiences were received from 17 participants, and in addition, observation data and interview answers were gathered.

#### Context

The evaluation took place in a city library of about 1.3 million visitors in the year 2011 (Turku City Library, 2014). The system was installed as a public display in the main lobby for five days. Figure 14 shows the scene from the main entrance. The setup included a high-definition television, a Microsoft Kinect sensor, and a microphone stand. A poster presenting the system was also attached to the television desk.

#### Participants

Altogether 38 people were observed to use the system, but 17 (eight female, nine male; 18–68 years old, mean=38.86, SD=17.20) of them provided both their expectations and experiences. Thus, they were the focus of the analysis.
Only one participant reported the use of applications or services based on speech recognition on a monthly basis. The rest used such even less frequently or not at all. Using gesture-based applications was even rarer, as even the most active participants used such systems less frequently than monthly. All the participants who provided their contact information participated in a lottery in which a digital picture frame and five movie tickets were drawn.

Procedure

The evaluation was conducted during five days. Each day, a researcher recruited people at the scene to participate, and as seen in Figure 14, led the evaluation according to the procedure presented in Table 10.

<table>
<thead>
<tr>
<th>Evaluation phase</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before the usage</td>
<td>• Expectations questionnaire</td>
</tr>
<tr>
<td>Usage</td>
<td>• Free-form usage of the system</td>
</tr>
</tbody>
</table>
| After the usage  | • Experiences questionnaire (incl. background information)  
                  • Interview |

Table 10. The evaluation procedure of the EventExplorer case (IV).

Before the actual usage of the system, the participants were asked to fill in the expectations questionnaire based on what they had seen on the scene, i.e., the content of the poster or watching others use the system. After this, the participants were told that the Experiential Program Guide can be controlled with hands or speech. No further instructions were given at this point, and the participants were allowed to use the system freely, i.e., there were no tasks or time limitations. More guidance was given only if the participant had trouble while interacting with the system. After the participant had stopped using the system, he or she was asked to report user experiences on a questionnaire. Finally, the participant was briefly interviewed.

Subjective data collection

Background information. Background information was gathered after the usage in conjunction with the user experiences: age, gender, and frequency and targets of both speech and gesture usage were asked about.

User expectations and experiences. The expectations questionnaire included the core measures of the Experiential User Experience Evaluation Method: *individuality, authenticity, story, multi-sensory perception, contrast and interaction* (Section 2.2.3). In addition, the *pleasantness of controlling the system with both speech and gestures* were inquired about as additional measures. The statements were phrased as “*The program guide isn’t special — there are also similar systems elsewhere*” for the negative end of individuality, e.g., and “*The program guide is unique — there are no similar systems elsewhere*” for the positive end. Furthermore, “*Controlling the program guide with speech*
is unpleasant” was the negative end regarding the pleasantness of controlling the system with speech, and “Controlling the program guide with speech is pleasant” was the positive end. The expectations were reported based on first impressions of the system, i.e., based on the poster or watching others’ usage, as mentioned earlier, or based on the information revealed by the researcher’s question, “Would you like to try out the Experiential Program Guide that can be used with hands or speech?”

The experiences questionnaire filled in after the usage included all the same eight measures as the expectations questionnaire. This time, however, the statements were phrased in past tense: “Controlling the program guide with speech was unpleasant” — “Controlling the program guide with speech was pleasant,” and so forth. In addition, the participant was able to mark down if he or she had not used the speech or gestures. The participant was also asked to assess whether he or she had used speech and gestures about the same amount, or more speech or more gestures. To inquire about more general feelings about the Experiential Program Guide, we presented three statements that were supposed to be answered with either Yes, No, or I don’t know: “Using the program guide was an unforgettable experience,” “I would like to use the program guide again,” and “I would recommend using the program guide to my friend.” The experiences questionnaire concluded with the possibility to provide free-form feedback and the background information described above. Both the expectations and experiences questionnaires were in paper form and were returned to the researcher present at the scene.

**Interviews.** The pre-planned interview questions were:

1. Did you find interesting events?
2. What kind of thoughts did using the program guide provoke?
   • Was there something especially nice/fun/hard/annoying? Why?
3. Do you have other comments or feedback about the program guide or participation?

These questions were used as a reference list, but every interview was led taking into account the participant and the corresponding usage situation, i.e., how motivated he or she seemed to answer the questions in the first place, or in case there had been obvious difficulties while interacting, those were the focus of the discussion. Thus, the content of the separate interviews varied. More than anything, the short interview sessions acted as possibilities to receive spontaneous feedback from the participants.

**Supportive, objective data collection**

Although we logged different interaction events, the data could not be used to support the analysis and interpretation of the subjective data: Not having videorecordings, we were unable to match the log data with individual participants or their actions. However, we collected user-specific objective data by observing the usage and marking down different events and
characteristics of the interaction according to a predefined observation form. This included the following information:

- Duration of the usage
- Gender of the participant
- Age group (<12 / 13–20 / 20–35 / 35–50 / 50–65 / 65+ years)
- Spontaneous comments from the participant in the usage situation
- What did the participant seem like while using the program guide? (relaxed, interested / surprised / posing to others / self-conscious / confused, uncertain / something else, what?)
- What kinds of vibes did the participant seem to have, based on his or her comments and actions? (positive / happy / inquisitive / impressed / bored, disappointed / negative / something else, what?)
- Which modalities did the participant utilize? (mainly gestures / mainly speech / both equally)
- Which hand did the participant use for pointing? (left / right / both hands)
- How fast did the participant internalize the function logic of the interface?
  - Word Cloud, gestures (immediately / <30 / <60 / >60 seconds / did not understand at all)
  - Word Cloud, speech (– | –)
  - Metro Map (– | –)
- How did the participant proceed (logically) in the application? (used the Word Cloud and stopped / used the Metro Map, selected at least one route / returned to the Word Cloud and again to the Metro Map / even more rounds)

The observation data rely on researcher interpretation. In addition, the evaluation situations and the durations of the usage periods varied a lot, which leads to the observation data not covering everything. For these reasons, the observation findings can be used only to support the findings of the collected subjective data, for instance, rather than as the basis for conclusions.

3.4.5 Outcome and Conclusions

My main responsibility in this evaluation case was to design the collecting of subjective data. This was done by gathering user expectations and experiences according to the created Experiential User Experience Evaluation Method (see Section 2.2.3 for details). The statement-based results can be seen in Figure 17.
As can be seen from the results, the expectations were mainly on the higher side. The respondents especially expected the system to be genuine and credible (authenticity) and something new and different from their everyday life (contrast). They also expected to control the system (interaction), the median reaching six for all of these measures. Comparing the user expectations and the actual experiences reported after the usage reveals that the respondents experienced the system as something contrasting from their ordinary life. However, none of the expectations was exceeded, and many expectations were not met: individuality, authenticity, and the pleasantness of gesture control were experienced statistically significantly (Wilcoxon Signed Ranks Test) worse than expected by the participants.

Participant feedback and our observation remarks reveal possible reasons behind the disappointments shown in the results. For example, several comments considering the difficulty of gesture control were received, and these difficulties were observed to occur especially when interacting with the Word Cloud. Furthermore, there were technical issues with the gesture recognition and with the robustness of the system. These reasons alone demonstrate rather well why the experience ratings of interaction and the pleasantness of gesture control dropped behind the expectations—especially because a clear majority of the participants used mainly gestures, and only a few used speech more. Additional information about the
observation findings is presented by Hakulinen, Heimonen, Turunen, Keskinen, & Miettinen (2013). Moreover, the usefulness of the system in its current content was questioned. The words linked to the events had no real rational connection to the actual events. This may have been experienced as a lack of authenticity and story. The system tried to be something extraordinary and did not use traditional keywords, but at the same time, perhaps failed at being extraordinary enough to raise the participants to an imaginary level at which they would not have assessed it with traditional usefulness-related criteria.

The measurement of the experientiality was one of the main challenges in this user experience evaluation case. Based on the data gathered during the evaluation, the created method seems quite promising in measuring experientiality. Selecting the Experience Pyramid (Tarssanen & Kylänen, 2006) as the basis seems to have been a good choice. The statements constructed based on the six elements of experience appear to be descriptive and clear enough. Several statistically significant correlations were found both within the user expectations and within the user experiences considering the core measures. This suggests that there may be a common factor, experientiality level, that the items together measure. It needs to be emphasized that these estimates are just first impressions, and the method and the measures will need extensive investigations to be systematically validated. Otherwise, the combination of data collection methods provided useful information, and the data received from different sources, although sometimes incomplete in coverage, supported one another rather well in this case. Still, the objective log data could have been a fruitful addition to the material in case it could have been reliably linked to the actions of individual participants. Without videorecordings, this was not possible, however.

Another major challenge in this evaluation case was having a public environment as the evaluation context. Some issues already presented in the literature (e.g., Brignull & Rogers, 2003; Hazlewood, Stolterman, & Connelly, 2011) were realized in practice relatively soon. Attracting people to participate was especially one of the issues, and it was pretty obvious that only a few got involved with the system spontaneously. Instead, to make the evaluation worthwhile and to gather data in the first place, it was necessary to ask people to try out the system—especially, when the scene was empty, i.e., no one was using the system. Other people using the system seemed to attract other users, but there are no systematically gathered recordings about this. Some of the observed challenges are discussed also by Keskinen, Heimonen, Turunen, Hakulinen, and Miettinen (2012).

Resource-wise, it would not have been reasonable to have more than one researcher at the scene: The evaluation was conducted in another city about two hours’ away from us. However, evaluation-wise, only one researcher
at a time at the scene does not seem to have been adequate in retrospect. When a potential participant entered the scene, the researcher was occupied with that participant throughout the evaluation procedure. This means that other potential participants observing the situation could not be properly addressed and engaged. Communicating with others would have been impolite to the original participant and could have jeopardized receiving user experiences and other feedback from him or her. Thus, the researcher alone could have a maximum of one user at a time performing the actual evaluation, i.e., welcoming the participant, administrating the collection of user expectations and experiences, the actual usage of the system, and finally, interviewing and discussing with the participant. This made it hard to run a great amount of full evaluation cycles during a “shift.” Moreover, as other people seemed to pay more attention to the system exactly when there was someone interacting with it, it would have been extremely important to have another researcher to captivate the potential participants. Nevertheless, available resources cause limitations for evaluations and force optimization beforehand.

Unfortunately, the timing of the evaluation was not optimal. Firstly, the event content covered the cultural events of the city during one calendar year. Because the evaluation was conducted in October and the year was almost over, the offering of events was already narrow. Therefore, spring and summer would have been a more suitable time for the evaluation, as there would have been more cultural events and, due to summer holidays, perhaps more potential participants. Secondly and more importantly, the daily timing of the evaluation ranged between 10 a.m. and 4 p.m. At these hours, the library visitors seemed to be mostly either schoolchildren or pensioners. The most realistic and beneficial test users for the system would have been working-aged people, who were obviously working at those hours. If some individuals from this user group did visit the library, they may have been on their lunch break, meaning they did not have time to attend. These timing issues were caused by resource limitations. The system was not ready for evaluation during the summer, and the special cultural year of the city was ending. Thus, the evaluation could not be conducted before or after. However, the daily timing of the evaluation could, and should, have been addressed better.

Because the participants were not recruited beforehand and the physical context was a public and open environment, the actions of the participants before entering the evaluation situation could not be controlled and are unknown. Thus, we are unable to say on what the participants based their expectations, i.e., whether they were based on observing other people use the system (successfully or unsuccessfully), conceptions formed from the poster, purely based on their prior experiences or conceptions about technology, or a combination of these. This would have been an important
detail to inquire about, because there may be differences in expectations depending on what they are grounded on.

A person who has played a lot of gesture-based games, e.g., probably has a strong personal view on what is meant by gesture control in the first place. Thus, he or she may have totally different expectations towards gesture control compared to a person without actual prior experience with gesture usage who just observed someone else trying to control the system with gestures but having major difficulties. In fact, the data revealed a positive correlation between the expected pleasantness of gesture control and the frequency of gesture usage (Spearman’s rho, $r=-0.56$, $p=0.05$; lower numbers indicate more frequent use). For the expectations of speech control pleasantness, similar kinds of correlation with the frequency of usage were not found. Instead, we found that older people expected the speech control to be more pleasant than younger ones (Spearman’s rho, $r=0.52$, $p=0.05$), which seems to lack a rational explanation. Because both gestures and speech usage were rare among the participants in general, strong conclusions cannot be made, and the actual reasons or bases behind the expectations considering the pleasantness of these modalities remain unknown.

Hereby, it would be beneficial to know more about the bases of the expectation ratings, but everything cannot be included in questionnaires or asked of participants. Instead, designing the content of gathered data is a constant balancing of the necessary and most important information, and not overloading the participants. Not knowing the bases of the expectations is an issue concerning particularly evaluations in public environments, because the people at the scene cannot be controlled in any way. Although evaluating in a real context in the field, the environment is usually still somewhat closed, and the researchers are in control of the information that is provided to the participants before they give their expectation ratings. Obviously, the prior experiences of the participants cannot be controlled, but we can control that the same information is given to every participant. This applies to, e.g., the MediaCenter (I) and DrillSimulator (II) cases already introduced, but considering the EventExplorer case (IV), we were naturally unable to control whether a potential participant would observe someone else using the system for 10 minutes before his own turn. After this, it would not make much difference whether the researcher tries to keep any hints about the system to a minimum before the participant has provided his or her expectations: the participant probably would have formed an opinion about the system based on his or her observation, which might differ from his or her prior experiences.
3.5 EnergySolutions (V)

We continued the steps of research conducted in a public environment, this time combining energy issues with entertaining interaction. To raise awareness about energy consumption, we designed and implemented a public display system giving ideas about possible energy solutions for the future. It consists of three large projection screens and is operated with bodily movement. The system was evaluated with housing fair visitors in a tent. The evaluation environment can be seen in Figure 18.

This case study is the second of the two studies presented in the original Publication IV.

![Figure 18. The evaluation environment of the EnergySolutions case (V) (adapted from Sharma, 2013, Figure 22, © Sharma).](image)

3.5.1 Objective

The purpose of the EnergySolutions case (V) was to present ideas about possibilities for future energy production in an experiential and untraditional way. The objective of the evaluation was to find out how the users experience the system overall.

3.5.2 System

The Future Energy Solutions system consists of three interactive “rooms” projected on adjacent screens: patio, kitchen, and “entertainment.” Each room includes three everyday energy consuming tasks or interaction spots for generating energy in unexpected ways. The system provides visual and
audio feedback, e.g., speech-synthesized instructions, different kinds of sounds, and music. The user interacts with the system with bodily movement, i.e., by using free-form body gestures. The available interaction spots were marked on the floor with stickers on the evaluation scene. Each virtual room was supposed to be a space of its own, i.e., a room-like separate space where the user would enter before moving on the next one. Unfortunately, because of reasons out of our control, all three screens had to be placed in the same space right next to each other, as seen in Figure 18.

The rooms can be seen below. In the patio (Figure 19), the user can power up the grill by turning it towards the sun, turn on the Jacuzzi by activating the watermill, and chop wood by mimicking the real-world movement. The kitchen (Figure 20) enables the sorting of waste items, activation of solar panels, and capture of energy from lightning when there is a thunderstorm. The main activity of the entertainment room (Figure 21) is to produce energy with the windmill by clapping one’s hands. This reinforces a television-like view on top of the windmill, and a music video starts to play. One can also sell or donate energy or give feedback in the entertainment room. The interaction spots in every room have their own game-like tasks that somehow relate to producing energy. Based on the success of the tasks, the user can gain energy points, which are represented by the state of the pink pig. The system has several further characteristics and functionalities, which are thoroughly presented by Sharma (2013).

Figure 19. The patio screen (Sharma, 2013, Figure 6, © Sharma).
3.5.3 Challenges
The challenges in this case study were similar to the EventExplorer case (IV). The public environment forced us to carefully design the content of the user experience evaluation and balance the gaining of useful information and avoiding the overloading of voluntary participants. The assumption of having a large number of participants and even congestion at the evaluation scene also posed challenges. The challenges in this case were increased by the change of plans considering the setup, i.e., having all the screens in the same physical space.
3.5.4 Evaluation

This user experience evaluation was conducted in a housing fair, with 193 participants providing their experiences with a questionnaire including user experience statements.

Context

The evaluation took place at a nation-wide housing fair of about 146,000 visitors (Housing Fair Finland Co-op, 2012). The system was available for usage for one month, i.e., the whole duration of the fair, and installed in a large tent where several companies and organizations introduced their housing-related products and services. Although clearly a public environment, the location of the system was a little secluded: First, one had to enter the tent and then the room-like space where the actual installation was. The setup included three adjacent projection screens, each 2.5 meters wide, Microsoft Kinect sensors, and several directional speakers.

Participants

We received user experiences from 193 participants (90 female, 101 male, 2 unknown; 4–74 years old, mean=35.39, SD=14.61). The total number of users is estimated to be many times greater, but here, the focus is kept on users who filled in the experiences questionnaire and are thus considered participants. Using gesture-based applications was rather rare among the participants: A clear majority, 66 percent, of the respondents (n=187) used such applications less frequently than monthly or not at all, while daily or weekly usage covered only about 16 percent of the respondents. The participants did not get any compensation for their participation.

Procedure

The evaluation was conducted during one month. The procedure of the evaluation considering an individual participant is presented in Table 11.

<table>
<thead>
<tr>
<th>Evaluation phase</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usage</td>
<td>• Free-form usage of the system</td>
</tr>
<tr>
<td>After the usage</td>
<td>• Experiences questionnaire (incl. background information)</td>
</tr>
<tr>
<td></td>
<td>• Interview questions</td>
</tr>
</tbody>
</table>

Table 11. The evaluation procedure of the EnergySolutions case (V).

For the period of one month, the system was available for usage about eight hours daily. One researcher was present all the time, but instead of taking an active role in recruiting, he or she was more of a support person who helped and demonstrated the system when necessary. An optimal evaluation session per participant went so the participant used the system freely and independently, after which he or she filled in the experiences questionnaire and the researcher asked a couple of interview questions verbally. It should be noted that there were a total of seven researchers who stayed at the scene and the role of the researcher is assumed to have varied.
For example, the activeness in recruiting and encouraging users has probably differed quite a lot between the researchers.

**Subjective data collection**

**Background information.** Background information was gathered in conjunction with the user experiences: only age, gender, and the frequency of using gesture-based applications were asked.

**User experiences.** Because this case aimed at providing something untraditional and entertaining, we chose the Experiential User Experience Evaluation Method as the basis for this evaluation. However, it needed some modifications, especially to fit the evaluation context. The biggest modification made to the method presented in Section 2.2.3 was excluding the user expectations altogether. As mentioned earlier, the assumption of having a large number of participants and even many simultaneous users was an obvious challenge when designing the user evaluation. Based on our observations from the EventExplorer case (IV), i.e., facing the limits of what one researcher can do in that lower-scale evaluation, we came to the conclusion that gathering user expectations was not a realistic part of the procedure here: Giving instructions, gathering both user expectations and experiences, and linking them would have been practically impossible to manage with the estimated large participant amount, especially by one single researcher. Thus, only user experiences after the usage were gathered with a questionnaire from the participants willing to provide them.

To retain simplicity and readability in the questionnaire, we had to balance the amount of content and the space available on the paper. At the time of the evaluation design, the core measure of multi-sensory perception seemed redundant, because the results considering this measure in the EventExplorer case (IV) were rather unsurprising and the systems indeed were based on many senses. Thus, multi-sensory perception was left out from the experiences questionnaire. All other core measures, *individuality, authenticity, story, contrast, and interaction*, were included. From the optional measures, we inquired about the pleasantness of using and future use of the application, as we believe these measures give a good impression of the overall user experience. Sounds were an essential part of the interaction, and we constructed an additional optional measure to correspond to the aesthetics of the soundscape. The statements were represented in past tense and followed the pattern “The application wasn’t special — there are also similar systems elsewhere” for the negative end and “The application was unique — there are no similar systems elsewhere” for the positive end. For the aesthetics of the soundscape, the statement pair was “I didn’t experience the soundscape of the application as aesthetic” — “I experienced the soundscape of the application as aesthetic.” The experiences questionnaire was in paper form, and it was returned to the researcher or a box available at the scene.
Interviews. The researchers were advised to interview users when possible. The preplanned interview questions were:

1. What kind of thoughts did using the application provoke?
   • Was there something especially nice/fun/hard/annoying? Why?
2. What room (patio, kitchen, entertainment) did you like the most? Why?
3. What do you think was the purpose of the application?
4. Do you have other comments or feedback about the application or participation?

These questions were used as a reference list. The form also included date, time, gender, and age group, which the researcher could mark down based on his or her estimate of the user.

Supportive, objective data collection

Like the EventExplorer case (IV), we logged the interaction events, but without videorecordings, we were unable to link the event log data with individual participants and real-world events. Thus, the log data could not be used to support the subjective data. Furthermore, some researchers made their own notes and observations on the evaluation scene, but these were not systematically controlled or recorded and, thus, do not provide an applicable source of data for the user experience analysis.

3.5.5 Outcome and Conclusions

My main responsibility in this evaluation case was to design the collection of subjective data. This was done by gathering user experiences with a questionnaire adopted from the Experiential User Experience Evaluation Method. The statement-based user experience results can be seen in Figure 22.

As can be seen from the results, the median user experiences are astonishingly in line with each other. As the data received from this evaluation heavily rely on the statement-based user experiences, understanding the reasons behind the experiences and their uniformity is extremely challenging. The one-sided data were probably a consequence of many reasons. Most importantly, although the researchers at the scene were advised to interview participants whenever possible, only 16 interview-like situations were reported. The comments received in these situations ranged from one end to another, and more importantly, the feedback was not linked with the questionnaires. Thus, these data did not provide additional information in interpreting the user experiences. Some researchers took random notes about users’ spontaneous comments, but these were not systematically gathered or linked with the questionnaires either. All in all, the statement-based user experience results are on the positive side. Without additional supportive data, though, gaining insights into the user experiences is not feasible.
The biggest challenge in this evaluation case was the combination of a public environment and the assumed large number of participants. Based on our experiences from the EventExplorer case (IV), we made some modifications to the evaluation procedure. First, the collection of user expectations was excluded from this evaluation. This was done because of the expected large numbers of participants and especially simultaneous users. The decision was based on the limitations of what one researcher can do, which were seen already in the lower-scale evaluation case EventExplorer (IV). Again, resource-wise, having more than one researcher constantly at the scene was not a realistic option: The evaluation was conducted during the summer holiday period, and the scene was open to the public daily.

Another reason for excluding the collection of user expectations was the physical evaluation’s environment: It was a room-like space that the potential users had to enter, and a researcher watching for “victims” near the entrance may have driven away people who, in fact, would have been interested in the system. At the time of designing the evaluation for EnergySolutions case (V), our decision seemed well justified—especially after the changes in the physical environment of the evaluation. Having three separate room-like spaces, as planned in the beginning, may have enabled collecting the user expectations better, as the users would have gone through a controlled sequence of rooms. However, even this would not have eliminated the limitations of one researcher’s resources or the issue of scaring people away, but it would have made the evaluation situation better structured and decreased the amount of simultaneous users in a specific space.
Judging afterwards, excluding the collection of user expectations is one downside of this evaluation. Although we are unable to say whether the participants in the EventExplorer case (IV) were more committed exactly because of the collection of their expectations, it seems collecting them did not do any harm. Instead, we were able to compare the pre-usage expectations or views with the actual experiences after the usage, and thus, better understand the experiences as well as positive and negative aspects of the system itself. It should be noted, however, that gathering user expectations systematically from all participants and linking them with the experiences in this kind of a large-scale evaluation would be extremely challenging, if not impossible, especially with only one researcher.

Although a part of the Experiential User Experience Evaluation Method (Section 2.2.3), the measure of multi-sensory perception was not included in the questionnaire of this evaluation. Luckily, this did not ruin the evaluation. In the EventExplorer case (IV), the measure did not seem to provide interesting information, and like the EventExplorer, the system under evaluation in this case was based on many senses. In addition, we had to optimize the usage of the space in the physical questionnaire form. Based on these arguments, the measure of multi-sensory perception was excluded when designing the questionnaire. Although justified at that time, in retrospect, this was a lapse: The fact that using or experiencing a system is truly based on many senses does not in any way mean, or at least prove, that the users experience the interaction that way. Hence, the decision conflicts with the idea of user experience evaluation, as I see it, the core being the subjective opinion of the user on an issue that might seem obvious objectively.

All in all, this large-scale evaluation case provided us hands-on experience with conducting user studies in a public environment. Obviously, different kinds of additional data would have been needed to understand the users’ experiences and the reasons for their views. Considering the limitations in the resources, evaluation environment, and other characteristics of the evaluation, one realistic option for gathering more data would have been to include at least some open-ended questions in the questionnaire. This way, the statement-based user experiences and the possible explanations behind the experiences would have been automatically linked. Moreover, systematically reported observation data may have provided useful information when interpreting the statement-based results. In this case, however, it would have been a necessity to link the questionnaire and observation data, which would have been challenging given the circumstances. Furthermore, interviewing more users would have been possible. Those data could have been linked with the questionnaire data quite effortlessly, because the interviewer could have received the questionnaire directly from the user at the end of the interview situation. This case demonstrates a good example of a common situation where an
optimal evaluation in its whole cannot be conducted by one researcher alone. Conversely, it also highlights the importance of communicating and agreeing on the details within the evaluation team to receive valuable data.
3.6 Dictator (VI)

Recording patient information into patient information systems is a notable part of the work for healthcare professionals, e.g., nurses and doctors. Patient information entries are done either by manual typing or dictation. In the latter case, the dictations are further manually transcribed by another person or automatically with speech recognition. To our knowledge, speech recognition is still rarely used in Finnish healthcare. The manual transcription of dictations takes time, and documents easily accumulate and create queues. Thus, there is inefficiency in getting patient information to the next treatment step. To address these issues, we designed and implemented a dictation application based on automatic speech recognition in close collaboration with researchers from the nursing sciences. The application was evaluated with nurses in one of Finland’s university-level hospitals. A sample usage situation can be seen in Figure 23.

The original Publication V is based on this case study.

Figure 23. An evaluation situation in the Dictator case (VI) (© Riitta Danielsson-Ojala).

3.6.1 Objective

The purpose of the case was to enable the speech-based entry of patient information for nurses as a true option for manual typing. Evaluation-wise, the objective was to investigate the potential of the approach in this domain, i.e., what do the nurses expect from it and how well do they receive this kind of functionality as part of their work.
3.6.2 System

The system under evaluation in this case consisted of a tablet end-user client, a server, a Lingsoft\(^4\) speech recognition engine with medical language model, and an M-Files\(^5\) document management system. The most important part visible to the participants was the end-user client, referred to as “the dictation application” here. Its graphical user interface can be seen in Figure 24. The application has functionality for recording, browsing, listening, and editing audios, as well as browsing and editing recognized texts.

Users have their own personal user accounts, and the documents are further organized under patients and days. While recording a dictation, the energy level of the audio signal is visualized. A scrolling timeline with bar visualization is also shown. These bars can be later used to navigate in the audio. After the recording is finished, it is sent to the server and then to the speech recognition engine. When the recognition is ready, the user receives a transcript for the dictation. In case there are multiple possible recognitions for a word, that word is highlighted with red, and the options can be accessed by tapping the word and the desired option from the list that appears. All other words can be edited by tapping the word and then typing the desired word. Because of strict policies and restrictions, as well as an enormous workload, our application was not integrated with the official patient information system. Therefore, the final dictation transcriptions were copied from the document management system into the official

\(^4\) http://www.lingsoft.fi/?lang=en
\(^5\) http://www.m-files.com/en
patient information system using a PC. A more detailed description of the technical solutions can be found in the original publication (Keskinen, Melto, et al., 2013).

The medical language model available for the evaluation was based on doctors’ dictations. We noticed that it was not able to recognize the language and terminology used by the wound care nurses at a sufficient level. The word error rate in our recognition tests before the evaluation was over 20 percent at its best, and the participants would have been required to make too many corrections to the recognized text, in our opinion. Thus, we decided to use the Wizard of Oz approach, where a researcher fixes the most obvious recognition errors in the text before it is made available to the end user, i.e., the actual participant in the case of an evaluation. For the wizard, we have another version of the application, which enables her or him to see the recognized text counterparts for participants’ dictations, edit them, and send them back to the server while making them available to the participants as well.

3.6.3 Challenges
The challenges in this case arose from the context in many aspects. First, evaluations in a work environment demand respect to the fact that the participants are actually working while attending the study. This means that what they are asked or asked to do should be somewhat more beneficial compared to the evaluation of entertaining applications, which are mainly evaluated during people’s leisure time. Second, the healthcare domain is a specified field that requires special knowledge and includes many policies and restrictions related to privacy issues, for instance. Although these are not related to user experience per se, practical limitations are an essential part of any evaluation despite the research topic.

3.6.4 Evaluation
This user experience evaluation was conducted in a hospital environment with two female nurse participants, who made altogether 97 dictations. User expectations before the usage period and user experiences after the usage were gathered from them with electronic forms.

Context
This case concerned the healthcare domain and work environment, as the application is meant for professionals working in the field. The physical environment of the evaluation was a university-level hospital's outpatient wound clinic, more specifically a reception room where the patients visit and patient information system entries occur. For the evaluation, the participants were given a tablet computer and a headset including a microphone. The computer already available in the room was also used when copying the final dictation transcriptions to the official patient information system.
Although the tablet dictation application itself allows mobile usage, due to the participants’ mainly static work environment, mobile usage was not evaluated here. Furthermore, as the tested integrated microphones in tablets did not produce a sufficient audio quality level, we were forced to use a headset, which would have complicated mobile usage as well.

Participants
We had two female nurse participants aged 30 (P1) and 36 (P2) years. Participant 1 had eight years of work experience in nursing, three years of which at the wound clinic, where she worked one day every second week at the time of the evaluation. Before the evaluation, she wrote all the nursing entries, which she reported to take about 80 to 100 minutes in a work shift. Participant 2, however, had 13 years of work experience in nursing, eight years at the wound clinic, where she now worked two days a week. She usually dictated the nursing entries, which took her about 60 minutes every work shift.

Both participants reported four different systems into which they dictate or write entries. The entries include field-specific information about the wound properties, treatment products and methods, treatment plans, consultations, and so forth. Both participants reported to make notes for the dictations or text entries. Neither one of the participants had used speech recognition before the evaluation, and only participant 1 had tried a tablet computer a few times beforehand. Before the usage, both participants thought speech recognition could be useful in their work, and they also said that they could dictate during the care situation while treating a patient.

Procedure
The evaluation took three months in total. During this time, participant 1 made 30 dictations, and participant 2 made 67 dictations. The difference in the number of dictations is explained by the participants’ differing work shift amounts at the wound clinic. The procedure of the overall evaluation is presented in Table 12, followed by a description of one dictation cycle.

Due to research permission policies, all communication with the participants was done by the nursing science researchers. Thus, the interview and the introduction of the application before the evaluation were done by them. In addition, if there were any problems in using the application, the participants contacted the nursing science researchers.
### Evaluation phase

<table>
<thead>
<tr>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before the usage</td>
</tr>
<tr>
<td>• Interview of background information and current work practices</td>
</tr>
<tr>
<td>• Introduction of the application</td>
</tr>
<tr>
<td>• Expectations questionnaire</td>
</tr>
<tr>
<td>Usage</td>
</tr>
<tr>
<td>• Using the application as part of normal work</td>
</tr>
<tr>
<td>After the usage</td>
</tr>
<tr>
<td>• Experiences questionnaires</td>
</tr>
<tr>
<td>• SUXES + open questions</td>
</tr>
<tr>
<td>• SUS</td>
</tr>
</tbody>
</table>

**Table 12.** The evaluation procedure of the Dictator case (VI).

During the actual usage phase of the evaluation, the participants used the application as part of their normal work and dictated everything they would normally enter into the patient information system. Because we were utilizing the Wizard of Oz technique, at this point, a researcher checked the speech recognition results and fixed the most obvious errors. After this, the corrected text was made available for the participant as well. Obviously, the participant was not aware of the wizard, but instead was under the impression that the received text was the result from the speech recognizer. After receiving the text counterpart, the participant was able to edit it and, e.g., listen to the audios at certain points as necessary. When finished, she copied the final version of the text from the document management system and entered it into the official patient information system.

**Subjective data collection**

**Background information interview.** Thorough background information and information about current work practices were gathered with verbal interviews before the actual evaluation usage began. The main observations from these data are listed above in the Participants section. Otherwise, the inquired-about information dealt with matters concerning mainly the field of nursing sciences. The background information requested can be found in Appendix 1 in its entirety.

**User expectations and experiences.** User expectations and experiences were gathered according to SUXES (Section 2.2.2). In addition to the nine original properties—speed, pleasantness, clarity, error-free use, error-free function, easiness to learn, naturalness, usefulness, and future use—we constructed five statements comparing dictating with no application and the normally used entry practice. These concerned the properties speed, pleasantness, clarity, easiness, and future use. The basic SUXES statements were phrased as “Using the application is pleasant,” for pleasantness, e.g., and the comparative statements were:

- Dictating with the application is faster than with the entry practice I normally use.
• Dictating with the application is *more pleasant* than the entry practice I normally use.
• Dictating with the application is *clearer* than the entry practice I normally use.
• Dictating with the application is *easier* than the entry practice I normally use.
• I *would rather* make the entries with the dictation application in the future than with the entry practice I used before.

Obeying the principles of SUXES, the expectations were reported by giving two values, an acceptable and desired level, and the experiences by giving one value, a perceived level. In addition, the values were given on a seven-step scale ranging from low to high.

To gather more general feedback and development ideas on the application, the experiences questionnaire included the following questions:

• Did using the headset distract you from dictation? (No / Yes / I don’t know)
• If it did distract, how?
• Could you use the headset daily, if it was the prerequisite for using the dictation application? (No / Yes / I don’t know)
• How did introducing speech recognition and the dictation application change your work practices?
• What speech commands are missing from the dictation application, in your opinion?
• What buttons are missing from the dictation application, in your opinion?
• How could the speech recognition or the dictation application be developed?
• Would you like to comment about anything else?

In addition to the SUXES-based expectations and experiences and the open-ended questions above, the nursing science researchers collected subjective usability-related experiences with the System Usability Scale (SUS) (Brooke, 1996), adapting a Finnish translation presented by Vanhala (2005, p. 26). All of the questionnaires were in electronic form, and the participants filled them in using a PC’s web browser.

Supportive, objective data collection
To find possible user patterns and to monitor the system’s functions, system and user events were logged throughout the evaluation. However, due to the low number of dictations per participant combined with the varying “dictation cases,” analyzing these data was not considered relevant for this dissertation.
3.6.5 Outcome and Conclusions

My main responsibility in this evaluation case was to design the collection of subjective data. This was done by gathering user expectations and experiences with mainly statement-based questionnaires. The statement results can be seen in Figure 25.

Figure 25. Median user expectations and experiences in the Dictator case (VI). (A) indicates the statements concerning the mobile dictation application, and (B) indicates the statements comparing the application to the normally used entry practice. Grey boxes represent the expectations (acceptable–desired levels), and black circles represent the actual experiences (Keskinen, Melto, et al., 2013, Figure 2).

The results show that our participants had rather high expectations about the dictation application, although they saw rather modest fulfillment of the qualities as acceptable: Considering the statements concerning only the dictation application, the median desired level is 6 or 7 on each statement, and the median acceptable level ranges between 3 and 4.5. The high desired levels were met on almost all statements. Error-free functioning was experienced clearly below expectations because of severe issues with the hospital’s wireless Internet connection.

Considering the statements comparing the dictation application and the normally used entry method, the participants had even higher expectations: The median desired levels ranged only between 6.5 and 7, while the median acceptable levels ranged between 4 and 4.5. The desired level of the statement “Dictating with the application is clearer than with the entry practice I normally use” was perfectly met, but all of the expectations of the other comparative statements were nearly realized as well. These results are even more satisfactory taking into account the fact that the other participant (P1) was not used to dictation at all, so the change in her routines during the evaluation may have easily resulted in more skeptical experiences.
The positive attitude towards the application seen in the statement-based results is further strengthened by the responses to the open questions: The participants were now able to check the text much faster, while normally, it could take about a week before a dictation was available in writing. The participants were not even bothered by the headset. In fact, they would have been ready to use it daily, if necessary. The participants could not come up with missing speech commands or buttons, and the only development area they mentioned was better recognition for compound words. The importance of a working Internet connection was mentioned by the other participant, but based on the statement-based results, even the connection problems did not ruin the satisfaction with the application.

As fully automatic speech recognition could not be used in this case, the evaluation was conducted utilizing the Wizard of Oz technique. Although the user experiences are not based on truly existing automatic speech recognition, the results indicate users’ reactions and opinions on an application having a sufficient speech recognition rate, i.e., a rate that would be acceptable in a work environment. Thus, the user experience results demonstrate the potential of speech-based patient information entry as a true option for manual typing.

Beforehand, the challenges in this case arose from the context, i.e., the work environment and healthcare domain. Because the nurses handled real patient information, all communication with them had to be executed by our project partners, i.e., the nursing science researchers who had permission to access the data. Without the nursing science researchers being responsible for the practical execution of the evaluation, it may have been extremely challenging, if not impossible, to receive approval for the research from the hospital district. Disregarding these limitations and other practical issues, such as technical problems, the evaluation was rather straightforward from the user experience point of view.

The questionnaires had to be designed carefully: The content had to be unambiguous and the items “worthwhile” to avoid wasting the nurses’ time. These are properties of a good questionnaire in every evaluation, naturally, but in this case especially, as we did not have a representative from the field of human-technology interaction present. To investigate the true potential of adopting this kind of application as part of the nurses’ work, statements comparing the application and the current patient information entry practice were created and inquired about in addition to the more familiar SUXES-like statements. The results were mainly extremely positive, and the participants were enthusiastic about the evaluated entry practice. As a possible downside, though, we did not receive any suggestions for improvements aside from the better recognition of compound words, which is a matter that more concerns the language model.
3.7 **LightGame (VII)**

The proportion of overweight children is constantly increasing in Finland, as in many other countries. Although affected by other factors as well, physical activity plays a great role in controlling one’s weight. Thus, physical activity can be utilized in stopping the increase of and preventing childhood obesity. In addition to weight control, physical activity is believed to have positive effects on learning, health, and quality of life in general, but also in preventing societal exclusion. Although it is challenging to conclusively study children’s true amount of physical activity, authorities commonly acknowledge a real need for increasing that amount and especially motivating more inactive children to exercise. Inspired by the need to activate children physically, we designed and implemented a light-based exercise game for schoolchildren. Storytelling, lighting, and different kinds of audio are used to guide and motivate the children through exercise sessions. The system has been iteratively developed and evaluated in a multidisciplinary project with professionals from the fields of education, games, and interactive technology. After every development iteration, the LightGame has been evaluated with schoolchildren in their physical education (PE) classes. A sample evaluation situation can be seen in Figure 26.

![Figure 26. An evaluation situation in the LightGame case (VII).](image)
This case study contributed to two of the publications included in this dissertation: The original Publication VI resulted from Evaluation I (Section 3.7.4 Evaluation I). Considering this publication, I was involved in the evaluation of the extended version of the system, not with the initial version or its evaluation, nor the co-creation workshops. Thus, the focus here is on the extended version, i.e., the complete version, and its two evaluations, Evaluation I and Evaluation II (Section 3.7.5 Evaluation II), which resulted in the original Publication VII.6

3.7.1 Objective
The goal of the LightGame case (VII) was to create novel, yet affordable content for PE classes. We wanted to motivate schoolchildren to exercise and create a feeling of community, i.e., including everyone without discrimination or a competitive atmosphere. Evaluation-wise, the objective was to study how the children perceive both the concept and the technology. We wanted to inquire about exercise-related, game-related, and interaction-related aspects from the children. As the teachers know their classes and the educational objectives well, we also wanted to receive feedback from the teachers. It was possible to systematically gather teachers’ experiences only in the last evaluation (Section 3.7.5 Evaluation II). This was extremely important, because teachers were another user group, having operated the system themselves. In the last evaluation, we also used objective meters to measure the amount of physical exercise to compare it with the subjective interpretations and experiences.

3.7.2 System
The complete version of the LightGame is designed to fill a 60-minute PE class, and it consists of four main stages: awakening, empowerment, calling, and battle. The story concentrates on a battle between the good “Light” character and the bad “Shadow” character. First, a narrator introduces the game, after which the Light character guides the players through the stages, each containing four exercise tasks. The awakening part includes slow stretching and warm-up exercises. The empowerment part is more active and physical. The calling part is even faster, containing a lot of movement around the space in its four activities. Finally, the battle is the most physical part, consisting of tasks with fast varying movements. After the battle, the narrator returns and guides the players through a relaxation phase with three slow, relaxing activities, such as lying still and concentrating on one’s breathing. The music style and tempo in each part is designed to match the activity level aimed for that part. Based on the feedback received from the evaluation of the initial version, interactivity was added to the complete version. This is done by rating the children’s performance after each activity on a binary scale by the person controlling the game with a wireless controller or a mouse. The rating — an acceptable or great performance — is

---
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shared instantly with speech output, and after each exercise set, a summation grade of one, two, or three stars is displayed with a projector and projection screen or shown on a laptop screen. The optional projector was sometimes also used to display signature images of the Light and the Shadow characters or images of animals present in the story.

Physically, the setup consists of a laptop PC, a pair of active speakers, a moving head lighting fixture, optionally fixed lights, a projector and a projection screen, and either a PlayStation Move controller® or a regular mouse for input. This economical setup can be assembled for a couple thousand euros (at the time of printing).

3.7.3 Challenges

There were several characteristics that made this user experience evaluation case study challenging. First, having schoolchildren as the main user group posed issues, such as how much and what can be asked from the children while still gaining useful information. In addition, how should the questions or statements be phrased so the children will understand them but they do not become too simple as regards the evaluation? Another issue that needed consideration was having yet another user group involved, the teachers. We were interested in teachers’ educational, usefulness, motivational, and practical points of view, but how would they perceive the overall picture, interpret children’s reactions, and report them based on our inquiries? Second, the school context raised challenges considering the timing and extent of the questionnaires: what to include in the questionnaires and when to fill them in without cutting down the time for actual physical activity but still gathering important information. Moreover, there were some very practical issues considering the physical environments, such as physical space limitations and how to make the space dark enough for the lights to be effective.

3.7.4 Evaluation I

This user experience evaluation was conducted in a school environment with altogether 110 schoolchildren. User experiences were gathered mainly with statement-based questionnaires.

Context

The case concerned a school environment, and the physical environment of the evaluation sessions was a school’s small gym. The equipment described in Section 3.7.2 was set up, and the windows were covered to make the space dark enough. At least the participating group of schoolchildren, the group’s teacher, and one or more researchers were present at the evaluation sessions. Questionnaires were filled in at the scene or afterwards in a classroom.
Participants
We had a total of 110 participants (56 girls, 54 boys), aged 6–11 years (mean=9.11, SD=1.11). About 76 percent of the respondents (n=106) reported they play videogames. About 97 percent (n=107) even stated they like physical exercise, and about 82 percent of the respondents (n=104) exercised in their free time. Furthermore, about 43 percent (n=108) reported they practice some team sport (e.g., floorball, football, ice hockey). The participants did not get any compensation for their participation.

Procedure
The user evaluation was conducted as one-time evaluation sessions lasting about an hour. Each session, a group of schoolchildren played the game following the story and instructions. The session procedure is presented in Table 13.

<table>
<thead>
<tr>
<th>Evaluation phase</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usage</td>
<td>• “Playing the game,” i.e., moving and performing tasks according to the instructions given in the game</td>
</tr>
<tr>
<td>After the usage</td>
<td>• Experiences questionnaire (incl. background information)</td>
</tr>
</tbody>
</table>

Table 13. The procedure of the LightGame case’s (VII) Evaluation I.
In the beginning of the sessions, the children were asked to form a circle around the trolley, and the game was briefly introduced by a researcher. Then the game itself was started, and the researcher controlled the game and rated the performance of the group after sections. The experiences questionnaires were filled in after the evaluation sessions in the gym or in another classroom. Some of the sessions were also videotaped and observed by our project partners. They also conducted some interviews for the teachers.

Subjective data collection
Background information. Background information was gathered together with the experiences in the beginning of the experiences questionnaire. We inquired about the participants’ age, gender, and whether they play videogames, like physical exercise, exercise in their free time, and practice some team sport (e.g., floorball, football, ice hockey). The liking of physical exercise and exercising in their free time were asked to see whether the participants’ general attitude towards exercising would have an effect on their experiences about the game. Practicing team sports was requested because previous experience with group activities might have an effect on how the participants experience playing the game as part of the group.

User experiences. In this evaluation, we gathered user experiences with a questionnaire consisting of 13 experience statements, an overall rating of the game, and three open-ended questions. The questionnaire utilized ideas used in the testing of the initial version of the game. For the experience
statements, the original questionnaire used a scale consisting of happy, neutral, and sad smiley faces. We found some of the answers given on such a scale hard to interpret. Thus, here, we wanted to minimize the need for interpretation—both for us and the children—and used the options “Yes,” “No,” and “I don’t know” for answering. The questionnaire included the following user experience statements:

1. Playing was hard.
2. I would like to move this way again.
3. Exercising was now more pleasant than usually on PE classes.
4. I understood the instructions of the exercise tasks well.
5. I understood the speech well.
6. The speech voice sounded pleasant.
7. The music and the voices of the game were compelling.
8. The lights of the game were compelling.
9. I found the game irritating.
10. The story of the game was interesting.
11. The exercise tasks were too easy.
12. I could move with my own style.
13. I felt like an outsider in the game.

In addition to these, the overall liking of the game was inquired about by asking, “How much did you like the game as a whole?,” which was answered on a five-step smiley face scale (see Figure 27). Furthermore, the open-ended questions were the beginnings of sentences to be completed: “The best in the game was...,” “The worst in the game was...,” and “The game would be more interesting if...”

![Smiley face scale](image)

Figure 27. The smiley face scale used for rating the overall liking of the game.

Supportive, objective data collection
Our project partners made some videorecordings and observations during the evaluation sessions. However, those data were not included in the analysis done for this dissertation.

Results
The statement results are presented in Table 14. Of the respondents, 78 percent (n=106) stated they would like to move this way again (statement 2), and about 72 percent (n=109) thought exercising was now more pleasant than usually on PE classes (statement 3). Although the music and the voices of the game were found compelling by the majority (65%) of the participants (statement 7), the lights seem to have been a success, as 78 percent of the participants reported them to have been compelling (statement 8). Only 6 percent of the respondents (n=107) found the game irritating (statement 9),
and astonishingly, equally only 6 percent of the respondents (n=108) felt like an outsider in the game (statement 13).

<table>
<thead>
<tr>
<th>Statement</th>
<th>Yes</th>
<th>No</th>
<th>I don’t know</th>
<th>Number of respondents (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>freq.</td>
<td>%</td>
<td>freq.</td>
<td>%</td>
</tr>
<tr>
<td>1. Playing was hard.</td>
<td>5</td>
<td>5</td>
<td>84</td>
<td>78</td>
</tr>
<tr>
<td>2. I would like to move this way again.</td>
<td>83</td>
<td>78</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>3. Exercising was now more pleasant than usually on PE classes.</td>
<td>79</td>
<td>72</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>4. I understood the instructions of the exercise tasks well.</td>
<td>80</td>
<td>76</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>5. I understood the speech well.</td>
<td>83</td>
<td>76</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>6. The speech voice sounded pleasant.</td>
<td>69</td>
<td>63</td>
<td>16</td>
<td>15</td>
</tr>
<tr>
<td>7. The music and the voices of the game were compelling.</td>
<td>72</td>
<td>65</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>8. The lights of the game were compelling.</td>
<td>86</td>
<td>78</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>9. I found the game irritating.</td>
<td>6</td>
<td>6</td>
<td>96</td>
<td>90</td>
</tr>
<tr>
<td>10. The story of the game was interesting.</td>
<td>79</td>
<td>75</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>11. The exercise tasks were too easy.</td>
<td>30</td>
<td>28</td>
<td>47</td>
<td>44</td>
</tr>
<tr>
<td>12. I could move with my own style.</td>
<td>53</td>
<td>49</td>
<td>38</td>
<td>35</td>
</tr>
<tr>
<td>13. I felt like an outsider in the game.</td>
<td>7</td>
<td>6</td>
<td>88</td>
<td>81</td>
</tr>
</tbody>
</table>

Table 14. User experiences per statement from the LightGame case’s (VII) Evaluation I. The most promising results are highlighted with grey.

Overall, the participants liked the game very much. Figure 28 shows the results for the question, “How much did you like the game as a whole?” Of the respondents, 61 percent (n=107) answered the question with the extremely happy face, while 23 percent selected the little happy face. No one gave the game the worst rating, i.e., the extremely sad face.
The children’s answers to the open questions maintain the same positive attitude toward the game. About 13 percent of the respondents (n=109) stated that everything was the best in the game, while 55 percent (n=110) reported there was nothing worst in the game, either by explicitly writing that or answering with a ”-.” The Shadow was clearly the best thing in the game, as it was mentioned in 37 percent of the answers. Physical exercise, e.g., jumping, running, or moving in general, was included in 14 percent of the answers. Other positive things reported by the children were the animals and the sounds, for example. According to the open question data, there was no clear negative that would have been mentioned by many children. Animals were mentioned by 9 percent of the respondents, but other answers were scattered. Negatives reported by a few participants at the most concerned, e.g., the game being too easy or too difficult, or the lights being too bright. To make the game more interesting, 16 percent (n=110) of the respondents would make it last longer. Fifteen percent suggested improvements that dealt with the Shadow somehow, for instance, that the Shadow would see the players or that it would have been present more. Eleven percent wished for improvements related somehow to the atmosphere, such as adding suspense, and 7 percent wanted to increase the difficulty of the game.

3.7.5 Evaluation II

In the second evaluation, we were interested in whether the schoolchildren’s experiences change over several playtimes and in the physical activity during the game play. This user experience evaluation was conducted in a school environment with 173 schoolchildren. Seventy-four participants played the game all three times and provided their experiences both after the first and the third playtime by filling in a questionnaire consisting mainly of user experience statements.

In addition, teachers provided their feedback in questionnaires after the first and the third session: We received data from six different teachers. Because we believe teachers are able to read their pupils’ reactions rather well, we requested the teachers’ views about the children’s experiences. Their own experiences were also collected. The evaluation content and results concerning the teachers have not been published elsewhere and are, thus, presented more broadly here.
**Context**

Like Evaluation I, this evaluation case concerned a school environment, and the physical environment of the evaluation sessions was a school's gym. The equipment described in Section 3.7.2 was set up, and the windows were covered to make the space dark enough. In addition to the equipment described earlier, FitBit ® Flex™ wireless activity and sleep wristbands\(^7\) were fastened to the participants’ wrists for gathering objective activity data. At least the participating group of schoolchildren, the group’s teacher, and one or more researchers were present in the evaluation sessions. Questionnaires were filled in at the scene or afterwards in a classroom.

**Participants**

We had a total of 173 participants (83 girls, 65 boys, 25 unreported), aged 8–11 years (mean=9.5, SD=1.0). About 94 percent of the respondents (n=145) were right-handed, and about 72 percent reported they play videogames. Eighty-seven percent (n=146) exercised in their free time, and the liking of physical exercise was rated with a median 5 out of 5 (n=148). The most frequently mentioned physical hobbies were football, some type of dance, floorball, and either running or walking. Again, the participants did not get any compensation for their participation.

**Procedure**

This evaluation included three separate sessions per group. The sessions lasted about an hour and took place for three sequential weeks. The procedures of the evaluation and sessions are presented in Table 15.

The actual playing of the game followed the same pattern for each of the three sessions: First, the children gathered around the trolley in a circle and exercised according to the instructions. The game was controlled and the performance was rated by the group’s teacher in each session.

User experiences were gathered both from the schoolchildren themselves and the teachers after the first and third session with paper questionnaires. Objective movement data were gathered with the wristbands during the sessions, meaning the wristbands were handed out and properly fastened to the children's wrists at the beginning of each session.

\(^7\) [www.fitbit.com/uk/flex](http://www.fitbit.com/uk/flex)


<table>
<thead>
<tr>
<th>Evaluation phase</th>
<th>Content</th>
</tr>
</thead>
</table>
| Usage session 1  | • “Playing the game,” i.e., moving and performing tasks according to the instructions given in the game  
• Gathering objective movement data |
| After usage session 1 | • Experiences questionnaire (schoolchildren; incl. background information)  
• Experiences questionnaire (teachers) |
| Usage session 2  | • “Playing the game,” i.e., moving and performing tasks according to the instructions given in the game  
• Gathering objective movement data |
| Usage session 3  | • “Playing the game,” i.e., moving and performing tasks according to the instructions given in the game  
• Gathering objective movement data |
| After usage session 3 | • Experiences questionnaire (schoolchildren)  
• Experiences questionnaire (teachers) |

Table 15. The procedure of the LightGame case’s (VII) Evaluation II.

Subjective data collection

Background information. Background information was gathered together with the experiences after the first session, at the beginning of the questionnaire. The participants were asked their age, gender, and handedness, and whether they play videogames, exercise in their free time, what sports they practice, and how much they like physical exercise. The liking of physical exercise was rated on a five-step smiley face scale (similar to Figure 27).

User experiences—schoolchildren. In this evaluation, user experiences from the schoolchildren were gathered two times, after the first and third sessions. As a natural continuation, we utilized the questionnaire from Evaluation I as the basis, but developed it further based on the remarks made. The content of the questionnaire remained almost the same, but the response options were changed. Because of the rather dichotomous response options for the user experience statements, the answers seemed too clustered. To achieve a more fine-tuned understanding of the participants’ experiences, “Yes,” “No,” and “I don’t know” options were replaced with a five-step scale ranging from “Totally disagree” to “Neither agree or disagree” to “Totally agree.” Like Evaluation I, the overall liking of the game was rated on a five-step smiley face scale (Figure 27).

The questionnaire content was only slightly updated from the version used in Evaluation I: All of the 13 statements were included, but an additional statement, “I invented my own rules in the game,” was added. The wording of
one statement was modified, i.e., “the music and the voices” were now referred to as “the other sounds” to distinguish between the speech voice in the game and all other sounds.

To compare the user experiences received after the first and third sessions, we used equivalent items both times. However, only the statements that seemed most relevant were included in the questionnaire filled in after the third session. This reduction was done because our study had already required reasonable effort from the children at this point. The statements included in the questionnaires of Evaluation II are listed below, and the statements asked about both times are highlighted in bold.

1. Playing was hard.
2. I would like to move this way again.
3. Exercising was now more pleasant than usually on PE classes.
4. I understood the instructions of the exercise tasks well.
5. I understood the speech well.
6. The speech voice sounded pleasant.
7. The other sounds of the game were compelling.
8. The lights of the game were compelling.
9. I invented my own rules in the game.
10. I found the game irritating.
11. The story of the game was interesting.
12. The exercise tasks were too easy.
13. I could move with my own style.
14. I felt like an outsider in the game.

Like Evaluation I, the overall liking of the game was requested, and the children gave their answer on a smiley face scale (see Figure 27) after both the first and third session. The best and the worst of the game were also requested in both questionnaires. However, in the questionnaire filled in after the first session, the children were also asked what would make the game more interesting and what kind of tasks they would want to be included.

User experiences—teachers. Like the children, the teachers were also asked to fill in two questionnaires, one after the first session and the other after the third session. Both of the teachers’ questionnaires included two sections: a part inquiring about the teacher’s interpretations of the children’s experiences and a part asking about the teacher’s own experiences.

We believe teachers usually know their pupils quite well and are able to interpret their experiences. Thus, we wanted to use a technique similar to that in the SymbolChat case (III), where the assistants assessed the system from the intellectually disabled users’ point of view. Both after the first and third session, the teachers were asked to rate and answer exactly the same items and questions as the schoolchildren. Only the phrasing of the
statements was modified to correspond to the fact that it was now another person assessing the statements from the perspective of others: The statement “I understood the speech well,” for instance, was now phrased as “They understood the speech well.” Consequently, the section concerning the children’s experiences included 14 user experience statements, the overall liking rating, and four open-ended questions in the first questionnaire, and six user experience statements, the overall liking rating, and two open-ended questions in the second questionnaire filled in after the third session. Both times, the teachers were instructed not to ask the children’s opinions or check their answers, but to make their assessments based on the observations made during the game.

The sections concerning teachers’ own experiences and opinions included six user experience statements. To compare the baseline experiences rated after the first session with the overall experiences reported after the third session, we used the same statements both times. Like the children’s statements, the statements concerning teachers’ experiences were rated on a five-step scale ranging between “Totally disagree” — “Neither agree or disagree” — “Totally agree.” The statements were:

1. Controlling the game was easy.
2. I believe I can manage controlling the game independently in the future.
3. I would like to have a permanent possibility for using the game on PE classes.
4. I believe the game motivates pupils to exercise more than normally on PE classes.
5. The game would be suitable for PE classes as it is.
6. The pupils got an appropriate amount of physical exercise in the game.

In addition to the user experience statements, the teachers were able to comment on their statement answers or anything else. The questionnaires also included two open-ended questions: How would you improve the game considering the pupils and How would you improve the system considering the teacher (i.e., the controller)?

**Supportive, objective data collection**

To gather objective evidence on children’s physical activity and to find possible connections between the actual activity and subjective ratings, we utilized activity wristbands. The children wore the wristbands during all three sessions. The average step count per participant was 794 on the first week, 884 on the second week, and 945 on the third week. The changes in the average step count indicate an increasing trend in the activity level. Thus, investigating the possibilities and reliability of this kind of a measurement technique is an intriguing topic for future research.
Again, our project partners made some observations during the evaluation sessions. Those data were not included in the analysis done for this dissertation, but some of the observation findings are discussed by Yrjänäinen, Parviainen, and Lakervi (2014).

**Results**

To maintain clarity and structure, the results will be presented next with the division of user groups, i.e., the schoolchildren’s results and the results concerning the teachers.

**User experiences—schoolchildren.** The statement-based median user experiences gathered from the schoolchildren can be seen in Figure 29. To retain clarity, these results include only responses from the 74 participants (45 girls, 28 boys, 1 unreported) who reported to have played the game for all three times in total.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Totally disagree</th>
<th>Neither agree or disagree</th>
<th>Totally agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Playing was hard.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. I would like to move this way again.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Exercising was now more pleasant than usually on PE classes.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. I understood the instructions of the exercise tasks well.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. I understood the speech well.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. The speech voice sounded pleasant.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. The other sounds of the game were compelling.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. The lights of the game were compelling.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. I found the game irritating.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. I invented my own rules in the game.</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>11. The story of the game was interesting.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. The exercise tasks were too easy.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. I could move with my own style.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. I felt like an outsider in the game.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Figure 29.* Schoolchildren’s median user experiences on statements 1 through 14 after the first (black circles) and third (white circles) session (n ranges between 62 and 74) in the LightGame case’s (VII) Evaluation II. The statements in both questionnaires are highlighted in bold.
As can be seen from the results, the experiences after the first session were positive. The instructions of the exercise tasks (statement 4) and the speech (statement 5) were understood mostly well by the respondents (n=68). The speech voice also sounded rather pleasant (statement 6), as well as the other sounds (statement 7), and the lights of the game (statement 8) were perceived to be fairly compelling. The respondents did not find playing to be hard (statement 1, n=70) or the game to be irritating (statement 10, n=62). It is excellent to note that a clear majority of the respondents (n=66) did not feel like an outsider in the game, either (statement 14). In fact, 80 percent of the respondents totally disagreed with the statement, while only 7 percent totally agreed.

Considering the statements inquired about both after the first and third session, the ratings remained at the same levels: No statistically significant differences between the experiences were found (Wilcoxon Signed Rank Test). For example, whether the respondents would have liked to move this way again (statement 2) reached the highest median, five out of five, after the first session, with 68 percent of the respondents (n=69) even choosing the Totally agree option. After the third session, the proportion of the totally agreeing respondents (n=74) was admirably the same, 68 percent. The participants’ positive attitude towards the game is nicely summed up in Figure 30, which represents the results for the question “How much did you like the game as a whole?” After the first session, 53 percent of the respondents (n=68) rated the game with an extremely happy face, and after the third session, this proportion was 60 percent (n=73). These results show that the participants were enthusiastic about the game even after three playtimes, which in turn, indicates its suitability for longer-term use as well.

The statement-based results are fairly well justified by the schoolchildren’s answers to the open questions. After the first session, 42 percent of the respondents (n=66) even answered that there was nothing unpleasant in the game or marked a “–” to the question indicating that they could not come up with negative aspects, and the corresponding proportion was 26 percent (n=80) after the third session. Reported negatives were mainly related to slower game tasks, such as the warm-up, awakening of magical powers, and the cool-down and stretching. In addition, the Shadow character or the unclarity of its speech and the repetition of tasks, e.g., were mentioned as...
negative aspects. The children’s eagerness for physical activity is clearly visible in the answers, as jumping or running, e.g., were mentioned as the best thing in the game by a half of the respondents (48%, n=79) after the first session and by a third (31%, n=72) after the third session. The physical activities were linked with game elements: For example, the children usually praised jumping over the water, rather than mentioning only jumping. The Shadow character was often mentioned in some role among the best things of the game. Ideas for improvement gathered after the first session dealt mainly with additional action, speed, and exercise. Some even suggested that the game could last longer and be more challenging; 27 percent of the respondents (n=71) would not have changed anything or could not think of anything to change.

**User experiences—teachers.** We received completed questionnaires from six different teachers. These data concerned eight first-time sessions and five third-time sessions, although there were altogether 12 sessions during the first week and nine sessions during the third playweek. Some classes were divided into two groups, i.e. sessions, and some pupils seem to have been participating in different groups from week to week. Furthermore, some teachers have filled in only one questionnaire covering two sessions, for example. Thus, matching all teachers’ questionnaire answers with individual participants per play session, e.g., was practically impossible. The results presented here are based on data from four teachers who filled in the questionnaire both after the first and third session. When comparing the teachers’ responses and the schoolchildren’s own experiences, only participants are included that reported to have participated in each of the three play sessions. The number of such participants corresponding to individual teachers’ responses ranges between 10 and 15, and the total number of these participants is 51.

As described, the teachers’ questionnaires included a part considering the children’s experiences as interpreted by the teachers and a part concerning the teacher’s own experiences. Figure 31 shows the teachers’ median responses to the user experience statements that the teachers were asked to answer from the schoolchildren’s point of view based on their observations after the first and third session. These statements were asked from the participants themselves as well.
The responses of the four teachers are mainly well in line with the schoolchildren’s experiences. As the sample sizes are so small, i.e., 10 to 15 pupils per teacher, and only four teachers provided their answers both after the first and the third session, statistical tests do not seem appropriate here. Instead, I explored the data group by group and limited the review to those statements where the difference between the pupils’ median and the teacher’s response was at least two. Depending on the group, this revealed two to nine statements out of the total 22 (14 statements after the first session and seven statements after the third session, including the overall liking ratings of the game) where the schoolchildren’s experiences and the teacher’s interpretation of those experiences varied more clearly. In all four groups, schoolchildren’s experiences differed from their teacher’s response on statement 13, “I could move with my own style”: In two groups, the children agreed with the statement more than the teacher. Surprisingly, in two groups, the difference was the other way around. In fact, even the children’s median experience on this statement ranged between 1.5 and 5, depending on the group.
Furthermore, in three groups, the schoolchildren themselves agreed more that the exercising was now more pleasant than usual PE classes (statement 3) after the third session compared to their teachers’ responses. In two groups, there was a clear difference between the children’s and the teachers’ views about the understandability of the instructions and the speech (statements 4 and 5): The teachers felt that the children did not understand the instructions or the speech that well. Issues with the clarity and volume of some voices were mentioned in the open questions as well.

Conversely, there were many statements where the teachers’ answers were very well in line with the schoolchildren’s views. There were five to nine statements (out of the total 22) per group where the teacher’s response was exactly the same as the children’s median experience. The teachers were amazingly able to interpret their pupils’ willingness to move this way again and their overall liking of the game, both after the first and third session. Apart from one teacher’s response regarding the willingness to move this way again (statement 2) after the third session, all responses differed by a maximum of one from the corresponding pupils’ median experience. The teachers’ responses, as well as the children’s median experiences, on liking the game overall ranged between four and five both after the first and third session. Considering all the statements, the responses of neither the teachers nor the corresponding schoolchildren changed between the first and third sessions (Wilcoxon Signed Rank Test).

Regarding the open questions, the teachers’ interpretations matched the children’s answers quite well. They recognized that the children liked jumping over or dodging the light, e.g., but they also mentioned the dim gym as a positive thing—something that the children themselves did not mention, indicating the children concentrated on the game itself when evaluating the best aspects. The main negatives mentioned by the teachers were slow proceeding or repetition at times and the unclarity of the instructions or the speech.

The statement-based results considering the other part of the questionnaires, i.e., the four teachers’ own experiences, can be seen in Figure 32. The teachers felt that controlling the game was easy (statement 1), and they would be able to control it independently in the future (statement 2). However, some of them wished for a more convenient input method, such as a remote control. Although one of the teachers was more positive, the teachers in general were skeptical about whether the game would be suitable for PE classes as is (statement 5) and whether the pupils got an appropriate amount of physical exercise in the game (statement 6). This attitude is well explained by the teachers’ comments: There should be more physical exercise, and the speech voice should be clearer. The teachers also wished that a whole class could attend at the same time, and they had some practical concerns regarding the storage of the trolley, for instance. These
views are probably reflected in statement 3 as well: The teachers were rather neutral about wanting to have the permanent possibility of using the game in PE classes. All in all, the teachers’ responses and comments indicate that the game has great potential, but still requires some improvements to be suitable for PE classes on a more regular basis.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Totally disagree</th>
<th>Neither agree or disagree</th>
<th>Totally agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Controlling the game was easy.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. I believe I can manage controlling the game independently in the future.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. I would like to have a permanent possibility for using the game on PE classes.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. I believe the game motivates the pupils to exercise more than normally on PE classes.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. The game would be suitable for PE classes as it is.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. The pupils got an appropriate amount of physical exercise in the game.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 32. Teachers’ median responses (n=4) regarding the statements considering their own experiences after the first (black circles) and the third (white circles) session in the LightGame case’s (VII) Evaluation II.

3.7.6 Outcome and Conclusions

My main responsibility in the LightGame case (VII) was to design the collection of subjective data together with our project partners from other science fields. Data were collected with mainly statement-based questionnaires in two evaluations, as presented above. This case demonstrates an example of the iterative development of not only an interactive system, but also evaluation methodology. Based on the feedback received and conclusions made from Evaluation I, the data collection methods were further improved to gather more, more insightful data from different sources in Evaluation II.

Having schoolchildren as a user group was the main challenge in this case study. For example, it was difficult to know beforehand what kind of a answering scale in the statements would be understandable for the children, but which would still produce useful data. At the time the questionnaires were designed, we did not have confirmed information about the ages of the participating children, although the game was originally meant for children aged 7 to 12 years. For example, in Evaluation I, the participants were supposed to be 9 to 11 years old, but the realized range was 6 to 11 years.
Continuing the methods used in the SymbolChat case (III), I would have liked to use the smiley face scale as the answering scale for the statements. However, we came to the conclusion that formatting some of the statements so they could be answered with the smiley face scale was practically impossible. How would one rate the statement “Playing was hard,” e.g., on the smiley face scale? If the answer was the extremely happy face, what would it mean? Would the respondent totally agree with the statement, or would it actually indicate that playing was not hard at all, but instead very easy and fun? If interpreting the answers would have been this difficult, it seems quite inevitable that the children would have had trouble in answering the statements as well. Thus, instead of using the five-step smiley face scale, the options “Yes,” “No,” and “I don’t know” were used in Evaluation I. These were presumably very comprehensible for the children, but the results were rather clustered.

To force the children to judge their experiences more specifically, or actually to provide them the possibility to do so, in Evaluation II, we expanded the answering options to a five-step Likert-like scale ranging from “Totally disagree” to “Totally agree.” Through this change, it was possible to see how strongly the children disagree or agree with specific statements. With the earlier extremes of yes and no, it was impossible to know how strongly the answer describes the respondent’s actual feeling. There was a risk that the wider rating scale would be too difficult for the children to comprehend, though. Based on the results and the received feedback, however, there are no signs of the scale used in Evaluation II to have been too hard. For example, there were only random missing answers within the participants who had filled in the questionnaires in the first place. Nevertheless, a proper analysis of the scale and children’s answering behavior would require psychological or similar expertise.

Through the statements and questions we asked the schoolchildren, we found out that the game was a success, but it could be further developed by adding more physical activity and suspense. However, because of the differences in the participants’ ages and individual abilities, more precise investigation regarding the optimal amount of exercise, as well as the content and the extent of the story, would be required. Objective sensor-based measuring could be utilized in this, but it would require more extensive tracking of the individuals, i.e., an individual’s normal physical activity level—the baseline—should be measured first, and then compared with the activity levels while playing the LightGame.

Although the data gathered from teachers in Evaluation II were not as extensive as hoped, the answers given by four teachers after the first and third session indicate that the teachers are quite well aware of their pupils’ experiences. The teachers’ feedback indicates that the game has potential, but should be further developed from a physical exercise point of view at
least, which probably goes hand-in-hand with pedagogical aims. The majority of the children obviously appreciated the physical side of the game, and some wished for even more physical exercise. Based on the gathered data in the two evaluations, it is possible to conclude that the motivational objective of the game was achieved. However, the game seems to need some improvements to be suitable for a school context as permanent content for PE classes. This final development round requires involving teachers heavily in the ideation, as they have both the practical understanding and experience about teaching physical exercise to schoolchildren and the knowledge about educational objectives. Having the game played in PE classes on a regular basis would necessitate a simple tool for the teachers for modifying and even creating stories and game elements so the content could be enriched and alternated, but also to allow the teachers to create tasks that support the educational objectives.

From a practical point of view, the evaluations conducted in the LightGame case (VII) required quite a few resources. Moving the hardware, setting it up, and controlling and observing the sessions demanded both time and personnel. However, considering only the tasks related to user experience evaluation per se, the case was laborious. Designing, creating, printing, and organizing the paper questionnaires; entering the questionnaire data into electronic form; and analyzing it took a lot of time considering there were almost 300 pupils alone participating in the evaluations. Weighing the used resources and the outcome, this case study was not evaluation-wise very cost-effective. For example, the children’s eagerness to play the game was identifiable even at early stages, and this did not change dramatically. Evaluation II was important in the sense of seeing that the experiences actually did not change over the three sessions. Fewer groups may have been enough to show this. Nevertheless, judging from other aspects, such as involving children and motivating them to exercise in general, the LightGame case (VII) was a positive project.
4 The Process of User Experience Evaluation

Based on the eight evaluation cases presented above, I introduce a process model for evaluating the user experience of interactive systems in practice. The model comprises all phases related to evaluation, i.e., the necessary actions before and after conducting the evaluation itself as well. It is important to describe the steps before the actual evaluation, especially because designing the evaluation properly is crucial for the study to succeed: Practically all relevant decisions are made before the evaluation situation itself.

Through my practical experience with designing user evaluations, analyzing the results, and drawing conclusions in several case studies, it has become apparent that there cannot be a single fixed user experience evaluation method that would be suitable as such for any evaluation within the field of human-technology interaction. Thus, I refrained from even trying to provide such a detailed, fit-for-all evaluation method. Instead, I propose a process model for evaluating the user experience of interactive systems. A simple summarizing illustration of the model can be seen in Figure 33.
Next, the process model is introduced by describing the phases and their content one by one. I discuss questions that need to be considered and decisions that need to be made when designing a user experience evaluation. Almost none of the issues can be considered in isolation, and their effect may extend to other phases and other issues. The content of the process model should be utilized in an iterative manner, especially for the phase before the evaluation, which is highly significant for evaluation processes in general. The content of the model is strongly skewed towards the actions occurring before the evaluation, as this is the phase in which the majority of the work is done.

4.1 BEFORE THE EVALUATION

In terms of user experience evaluation, the most crucial phase in the process is the one occurring before the actual evaluation situation. As already mentioned, this is the phase where practically all major decisions are made.

4.1.1 Study background (1)

Defining and understanding the purpose and aims of the study

Considering user experience, the purpose of an evaluation can vary greatly. At its simplest, the aim can be to study people’s general attitude towards an interactive system in a project where the core research questions lie elsewhere. At the other extreme, evoking specific user experience(s) may have been the core of the whole project and driven the design. In this kind of design for experiences, it is obviously crucial to evaluate whether the outcome meets the original aims. Thus, the original user experience aims, targets, goals, or whatever they are called in individual projects have a major impact on the evaluation design as well. Regarding commercial projects, i.e., commercial product development, a rather apparent purpose for an evaluation is to find out whether consumers like the product enough to purchase it, and this aim may steer the evaluation. In addition to the core
aims of an evaluation, the situation may be made more complex by brand-related aims, for instance.

The case studies presented in this dissertation have not aimed at evoking certain user experience(s), i.e., the design processes have not been design for experiences per se. Nor have there been explicit user experience targets discussed that would have systematically controlled the design or implementation decisions. However, each case has had more general-level objectives that have influenced the design, but more importantly the evaluations in respect to my research. The clearest example of how general-level project objectives affect the user experience evaluation is demonstrated by the EventExplorer case study (IV): We wanted to provide something experiential to the users, and this experientiality objective ultimately led to the creation of a whole new user experience evaluation method. Moreover, in the LightGame case (VII), the more general-level objective of motivating schoolchildren to exercise through untraditional content in physical exercise classes affected the evaluation design: For example, their willingness to move this way again, the pleasantness of exercising compared to usual PE classes, and the compellingness of different elements in the game were inquired about, and these all concern motivation somehow.

Nowadays, many projects within the field of human-technology interaction are multidisciplinary, and partners from outside academia are also involved. Different stakeholders have their own backgrounds, expertise, and agendas for studies. It is crucial to ensure that the people involved are on the same page. The aims and the approaches used to achieve them in different fields must be openly discussed. For a researcher, certain things are self-evident, but for other people—and even for researchers from different fields—they may not. Obviously, this applies the other way around: Practitioners have vital knowledge that people from academia lack. Thus, when working with other stakeholders, one needs to communicate even the smallest matters with each other to ensure mutual understanding. Furthermore, if the people responsible for designing the user experience evaluation are new to some key aspects of the forthcoming study, they need to familiarize themselves with these characteristics. By these kinds of aspects, I refer to a domain or user group, for instance. The Dictator case (VI) demonstrates an evaluation within the healthcare domain, and it was important to gain an overview about the nurses’ work routines and their working environment to design the user evaluation properly. However, in the SymbolChat case (III), it was crucial to understand the varying limitations and abilities within the user group of intellectually disabled people. The work started with surveying possible symbol sets that could be used in the system and ended with designing the subjective data collection so at least some data could be gathered from the users themselves, i.e., by utilizing the smiley face cards and very simple questions. Usually, some of
the project partners are professionals from the field, and a general understanding of the activity’s environment can be achieved through discussions with them. However, again, it should be noted that self-evident things are easily not communicated, although they would be new and relevant information to people from other fields. This issue needs extra attention to achieve a proper level of common understanding within the project group.

4.1.2 Circumstances (2)

*Acknowledging the possibilities, challenges, and limitations in the evaluation*

Comprehending the characteristics affecting the evaluation is a necessity to design evaluations properly for individual cases. Next, I introduce the issues that need attention in the evaluation circumstances by focusing on system, context, and user group(s).

**System (2.1)**

The system under evaluation obviously has a major impact on evaluation design. The fundamental purpose of the system itself makes other aspects of user experience irrelevant and others highly relevant. For example, if the purpose of the system is to make the users have fun and purely entertain people, gathering effectiveness-related perceptions from the users is not a top priority. Conversely, the amusement level of a purely work-related system is hardly something that needs to be inquired about from the users. Although work-related systems have to be pleasant enough to use and should be investigated, it is unlikely that they evoke real joy or a “wow” from users.

In addition to the purpose of the system under evaluation, its key point(s) affect the evaluation design, i.e., how does the system differ from other systems meant for the same purpose. For example, if there are similar kinds of systems already available, but the system under evaluation provides new techniques for interaction, they should be acknowledged in the subjective data collection. To give some examples, in the MediaCenter case (I), our system enabled more efficient browsing of the electronic program guide for visually impaired users through text-to-speech. In the EventExplorer case (IV), our system was controlled by speech and gesture input—a combination not seen normally on public display applications. Finally, in the Dictator case (VI), our system enabled the nurses to enter patient information into the patient information system by speech without the need for extensive typing. These kinds of special and novel characteristics have to be addressed in the subjective data collection to see whether they are successful and whether the intended speciality of the system has been achieved. The same goes for the system’s main functionalities: If there are some unique or especially important functionalities, user experiences about them should be investigated.
**Context (2.2)**

Without going any further into defining *context*, I loosely refer to the evaluation situation and environment with that term. Context can have physical, social, and cultural aspects, e.g. (Dey, 2001), as well as domain-related differences. The **physical evaluation environment** is probably the most obvious matter when talking about context, and it also has a quite strong effect on the evaluation design. All of the case studies presented in this dissertation have dealt with physical evaluation environments **outside of laboratories**. By evaluating outside of laboratories, it is possible to avoid the artificiality inevitably present in laboratory evaluations and get closer to real-world events—although an evaluation situation can hardly ever truly correspond to spontaneous real-world happenings. The downside of being outside of laboratories is, however, the fact that there are many things in the evaluation situation and environment that cannot be controlled. This is especially the case for evaluations conducted in **public environments**.

Furthermore, subjective data collection cannot take too much time or effort to complete in evaluations where the participants are not recruited beforehand, such as in evaluations conducted in public environments. These kinds of evaluations rely on purely voluntary, spontaneous, and even sudden participation. Recruitment beforehand, however, usually tries to attract possible participants over a longer period of time, and I assume that the participation decision made after consideration may result in deeper commitment to the evaluation compared to spontaneous and sudden participation. Opportunistic recruitment at the evaluation scene and the objective to maximize the amount of collected data require that potential participants and respondents are not scared away, and it is important to have as complete data as possible from whoever participates. Hence, questionnaires have to be limited in content to keep them appealing.

In addition, public environments, such as the evaluation locations in the EventExplorer (IV) and EnergySolutions (V) cases, bring up **the social aspects of context**. The EventExplorer case’s (IV) evaluation was conducted in a library’s main lobby with other people passing by, and the EnergySolutions case’s evaluation at a housing fair also was in the middle of other people almost constantly around. In these kinds of environments, people may be more hesitant to even participate or be hesitant to really throw themselves into the usage for fear of embarrassing themselves in public.

Context effects have to be considered not only when designing an evaluation, but also when interpreting the results: One cannot conclude that **people liked the gesture control over speech input** in the EventExplorer case (IV). Although gesture control was **preferred based on the usage amounts**, the reported **user experiences** on the pleasantness of each input technique **were similar**. It is necessary to conclude that in this context
participants used the gesture control more, but the experiences may have favored speech input even if the context would have been a private room, e.g., and the participants would have used the speech input more. However, as it was implemented, the system in the EventExplorer case (IV) could not have been controlled with speech exclusively. Another extreme of the social aspects of context might be privacy: When conducting evaluations in private contexts like people's homes as in the MediaCenter case (I) and the SymbolChat case (III) with some participants, one has to pay special attention to respecting their privacy. This may not affect the user experience data collection content, but it is a practical issue that may have influence on the amount and time spent on the scene, for instance. In this kind of potentially intrusive evaluation, it is important not to bother the participants with irrelevant tasks, questions, and so forth, which applies also to work-related evaluations.

Context can be seen as a domain-related matter as well. By this, I mean industry, e.g., which can be further divided into different fields, such as the healthcare domain or the drilling industry. Although a common concern for both of these may be efficiency in general, these domains have differing relevant aspects that need to be taken into account: Speeding up the overall process of getting critical patient information to the next treatment step in healthcare, e.g., and improving the tangibility of drilling a blast hole for drill masters in the drilling industry. Some evaluation contexts can have principle-level restrictions by norms or laws. The school environment, as in the LightGame case (VII), and healthcare domain, as in the Dictator case (VI), are examples of these kinds of contexts. In both of them, e.g., it is highly important to protect the privacy of individuals.

User group(s) (2.3)

When designing a user experience evaluation, one needs to pay attention to possible restrictions and special characteristics within the user group. There are several properties within users that may affect what can be asked from them, how those things can be asked, and even, what actions can be demanded from the users. A rather obvious example of these kinds of properties is age. When having children as participants, such as in the LightGame case (VII), the questions or the answering scales cannot be too complicated, or when talking about very young children, the data collection cannot necessitate the ability to read or write, i.e., abilities that the children have not acquired yet. These restrictions have a concrete effect on the evaluation design and especially subjective data collection. On the other extreme, when people get older, their operational abilities weaken: Senses, such as vision and hearing, and motor coordination deteriorate. Furthermore, stereotypically, older people's technical abilities can be assumed to be lower—although this is constantly changing as technically oriented generations become older. Decreased abilities affect the system
design, in particular, but they have to be taken into account while designing the questionnaires or evaluation tasks, for instance.

Another situation where the evaluation design requires extra concern is when disabled people are the user group. Disabilities clearly have a major impact on the system design and the purpose of the system to start with, but the effect on the user experience evaluation design and execution can be considerable as well. In the MediaCenter case (I), e.g., all of the participants had some level of visual impairment, and thus, the subjective data collection had to be in a form suitable for screen-reader usage. In the SymbolChat case (III), however, the participants (except for one individual) had an intellectual disability besides other possible disabilities. This meant that we had to provide data collection material in a form that did not require reading or writing skills, and furthermore, was comprehensible enough for the participants. We asked the questions verbally, and the participants answered by selecting a smiley face card from a set of physical cards operating as the answering scale. Due to the limitations within the user group’s abilities, we were not able to gather that much data from the participants themselves. Thus, we broadened the understanding about the feasibility of our system by asking the personal assistants for feedback from the participants’ viewpoint.

Furthermore, participants’ expertise about the subject under evaluation has to be considered when designing not only the evaluation as a whole but also the content of the requested user expectation or experience items. For example, if the participants are university students and the system under evaluation deals with haptic feedback in drill rigs, such as in the DrillSimulator case (II), there is no point in asking about the detailed functionalities of a drill rig. On a more general level, the assumed level of technical knowledge among the participants has to be kept in mind when designing the subjective data collection content. It is obviously a totally different scenario if the participant set is known beforehand, as in the DrillSimulator case (II), compared to a situation where the participants enroll for the evaluation spontaneously, such as in the EventExplorer (IV) and EnergySolutions (V) cases. Thus, the way that the participants are recruited also makes a difference. The background of the participants is not known in all evaluation cases, but also the number of users participating may be hard to assume. If we would know for sure that we will have 50 persons participating in our study in a public environment evaluation, we would be able to design a wider data collection content and still receive almost complete data from 20 persons, for instance.

It is not unusual that a system and an evaluation have more than one user group. In the SymbolChat case (III), the personal assistants of the actual participants were another user group, as they also used the application themselves: The assistants familiarized themselves with, and at least tried,
the SymbolChat in the beginning of the evaluation, but some of them performed the physical usage of the application throughout the evaluation. The SymbolChat case’s (III) evaluation demanded quite a few resources as it was, and thus, the personal assistants’ subjective experiences were not explicitly investigated. However, they all used the application, and it would have been possible and surely useful to collect user experience data from their perspective as well. The LightGame case’s (VII) Evaluation II was different: Because the teachers were even more clearly another user group, their subjective opinions were gathered. In case there is more than one identifiable user group for a system, they all should be taken into account in all stages of the system development, i.e., in the evaluation as well. For example, in the LightGame case (VII), it is obviously crucial that the teacher is also happy with the system, as she or he would be the one to control the whole system in real-life usage.

4.1.3 Data collection (3)
Designing the data collection and producing the material for it

Data collection is the fundamental purpose of all user evaluations. Next, I discuss the importance as well as the advantages and disadvantages of different types of data and the content of data to be collected.

Subjective data (3.1)
Because user experiences are subjective, the core of data collection in evaluations has to be based on self-reporting by filling in questionnaires or answering interview questions, essentially, when talking about pre-defined systematic subjective data collection. Regarding user experience evaluation, it is worthwhile to gather at least some quantitative data, i.e., subjective ratings reported on a specific scale. This was done in all of the evaluation cases presented in this dissertation. For example, in the MediaCenter case (I), both user expectations and experiences were gathered considering 36 statements (p. 32), while in the DrillSimulator case (II), subjective expectations and experiences were inquired about with four statements about the haptic feedback (p. 39). Depending on the statements or questions used, these kinds of data allow a rather quick general view of the participants’ opinions through simple statistics, such as the median. The power of quantitative data is in the possibility to easily summarize and compare results.

However, quantitative user experience data, i.e., statement-based data, lack an important aspect of user experiences. The data cannot reveal the reasons behind the experiences. This means that quantitative data can tell exactly how pleasant a mobile phone is to use, e.g., without revealing anything about the reasons behind the pleasantness level. This information is crucial especially when there is something wrong: The developers have to know whether the problem is with the physical shape of the device, e.g., or the responsiveness of the touch screen to improve the product.
At least some qualitative data should be gathered, then. Interviewing users may provide a rich data set, but conducting thorough interviews with all participants is rarely possible due to limited personnel and time resources. To gather at least some qualitative data from all participants, it is reasonable to include open questions in the questionnaire. In case the extensive collection of qualitative data is not possible, simple questions like “What was the best in the system?,” and on the contrary, “What was the worst in the system?,” can reveal explicit reasons for exceptionally good or bad user experiences. For example, in the LightGame case’s (VII) Evaluation II, interviewing all the schoolchildren would not have been possible. However, just a few open questions in the questionnaires revealed what kind of game elements many of the children liked or wished for: Physical activities, such as jumping or running, were reported as the best aspect in the game by more than a half after the first session and by a third after the third session (p. 95). This information could not have been concluded from the statement-based data.

In field studies, the subjective data collection part of the evaluation is often also limited by practical time constraints. Participants can be engaged with the evaluation situation only for a certain period of time, and using the system under evaluation is the top priority. This limitation had to be taken into account especially in the evaluations conducted in public environments, i.e., the EventExplorer (IV) and the EnergySolutions (V) cases, but also in the LightGame case’s (VII) evaluations to avoid cutting down the actual time for exercise. Subjective data collection cannot take too much time, and thus, the time spent for questionnaire-filling or interviews has to be limited. In this respect, quantitative data are convenient, as choosing values on a certain scale for certain statements is much faster than writing verbal answers to open questions, for instance. Like collecting qualitative data, the analysis of this kind of data is laborious. Analyzing answers to open questions or interview data, e.g., requires interpretation, categorization, and the reduction of data to represent the results and draw conclusions.

In addition to subjective experience data, at least some background information about the participants should be collected. Because these data are reported by the participants themselves, they can be seen as a type of subjective data, although they are more of an objective nature many times. Aspects like age and gender are fact-based matters, but then again, estimates about prior gesture-control usage, e.g., are subjective in the end. The background information can be collected in conjunction with the experiences after the usage, during the recruitment process, or in the beginning of the evaluation situation. However, to minimize the effect on the actual experiences evoked by the system usage and not to make the participants unnecessarily aware of their prior experiences about specific technology, e.g., gathering the background information at the end of the evaluation situation may be the most reasonable option. This approach was
used, e.g., in the EventExplorer (IV) and the EnergySolutions (V) cases, i.e., the background information was collected at the end of the experiences questionnaire.

As background information is not the focus of user experience evaluation, the items gathered must to be limited. However, basic information about the participants should be asked to see whether possible differences in participant properties affect the experiences (or expectations). These differences may also help in understanding reasons behind certain trends in the experiences. At least age, gender, and previous experience or skill level on similar kinds of systems or interaction techniques are advisable to be asked from participants.

Supportive data (3.2)
In addition to subjective data, supportive data may enable a better understanding of the user experiences and the reasons behind them, but more importantly, provide a fact-based description of what actually happened within the usage or how the user seemed to react. By supportive data, I mainly refer to log and observation data. System and interaction event logging obviously stays objective, and thus, provides truly “fact-based” data. However, based on my experience, another but not at all purely alternative option is observation data, which are collected with pre-defined, detailed observation forms to minimize subjective interpretation possibilities by the researcher conducting the observation. This approach was found very useful in the EventExplorer case (IV), for instance. Observation data can be collected as the evaluation situation occurs or afterwards through videorecordings, for instance. “Supportive data” here mean any data that support the interpretation of the subjective data provided by the users themselves. This can vary between pure observation data as collected by the researchers in the EventExplorer case (IV), e.g., or the “proxy” ratings provided by the assistants in the SymbolChat case (III). However, the ratings reported by the assistants can be seen as a type of subjective data as well, because they used the system themselves at least a little.

Expectations (3.3)
Besides the data gathered during and after the usage situation itself, and as described in Section 2.2.1, also gathering user expectations prior to the usage of the system under evaluation may enable a more in-depth understanding of the user experiences. “User expectations” here mean the conceptions and very first impressions that are evoked as a consequence of seeing the system, a short introduction, or even just a verbal description of the system, for instance. These expectations, however, are inevitably based on prior attitudes and opinions that the user has before the evaluation situation itself about similar kinds of systems, interaction techniques, and so forth. By collecting user expectations, it is possible to compare the
experiences after the usage towards the user’s thoughts before the usage, which in turn promotes interpreting and understanding the user experiences evoked by the system itself. User expectations were gathered in five evaluation cases presented in this dissertation. The MediaCenter (I), the EventExplorer (IV), and the Dictator (VI) cases demonstrate the systematic collection and utilization of user expectations best.

To enable this kind of comparison, the statements and questions have to be similar in both data collection phases, i.e., the user experiences have to be collected considering at least the same items as expectations, and vice versa. Consequently, when collecting user expectations and comparing them to user experiences, quantitative measures are highly recommended because of interpretational punctuality. In practice, it is almost impossible to phrase open questions that would invariably receive comparable answers. For example, if expectations and experiences about the system in the EventExplorer case (IV) would have been gathered with the open question “What is the coolest aspect of the system?,” the answers from a participant may have been: “The system helps me to decide which cultural event to attend next weekend” as the expectations and “I just said go back, and the system understood me, amazing.” as the experiences. These answers would not be comparable, and thus, using qualitative data about user expectations and experiences is not recommended for comparison purposes—unless very carefully thought through.

Measures and questions (3.4)
The purpose of the evaluation, project, or system and its characteristics ultimately define what exactly is asked from the users considering their expectations and experiences. However, it is reasonable to inquire about some general type of user experience data in all evaluation cases and to specialize the collected data to correspond to the specific evaluation case by having some tailored items. More general user experience properties may include, for example, pleasantness, amusement, and usefulness of using the system, as well as the willingness to use the system again. These types of properties already reveal something about the users’ attitudes: Is the system overall a total disaster, something that has potential, or something excellent? Already, here, one must keep in mind the purpose of the system. Usefulness, e.g., is not a very good indicator of overall user experience for an entertainment-oriented system, such as a videogame could be seen, e.g., but may be a strong indicator of potential user acceptance for work-oriented systems, such as the systems in the Dictator (VI) and the DrillSimulator (II) cases. Pleasantness and willingness to use in the future, however, can be seen as rather universal indicators of user experience. Despite the use context or the purpose of a system, the system can certainly not be considered a success if the users report it to be unpleasant to use or state that they would not like to use it again.
The overall user experience information can be further **deepened by items focusing on the system’s modalities or other properties** or on the aims of the system. In case of a public display application, for example, a modality-focused statement could be “Using speech input was embarrassing.” Conversely, it is often impossible to include extremely detailed statements like “Highlighting a sentence with yellow in Word is easy” into data collection. This is due to practical limitations, such as time and users’ motivation to fill in forms. To receive as complete data as possible from as many users as possible, not everything can be asked. However, one should bear in mind that **matters that may seem obvious objectively may be experienced differently by the users**. One should ask, not assume. This lesson was learned concretely when pondering the EventExplorer (IV) and EnergySolutions (V) cases and their results: The measure of multi-sensory perception, i.e., “Using/experiencing the application is based on different senses” was left out from the latter (p. 69). Thus, we are unaware whether the users experienced the interaction to concern many “senses” as it was supposed to. In case the system is designed to have such key properties, it is advisable to inquire about the user experiences of these properties to see whether the aim has been achieved.

Essentially, in practical user experience evaluation cases, it is adequate to **acquire user experience data that reveals the current state of the system and its key properties**, and more importantly, the **development needs** considering the aims of the system, project, or so forth. What kind of statements and questions reveal this information is ultimately dependent on the evaluation case, and it is **impossible to provide a universal, fixed set of data collection items**.

**Data collection materials (3.5)**

Designing a user experience evaluation involves several very practical issues that need to be resolved. For example, one needs to decide whether the subjective data collection, excluding interview data, is done with **paper or electronic questionnaires**. Electronic questionnaires are much easier because they do not require manual labor between the data collection and the analysis. This is an important point especially with large numbers of participants. However, using electronic questionnaires is not always possible. Using them requires equipment, e.g., a computer or a tablet PC. Furthermore, in some cases, such as the LightGame case (VII), using electronic questionnaires would not be a reasonable approach: There were about 15 children filling in the questionnaires simultaneously straight after the actual usage of the system, i.e., playing the game, and it would have been an inevitable hassle to distribute the needed devices to all of them, guide them in the usage as necessary, and collect the devices. In addition to the actual data collection moment, issues would have arisen from the **number of devices needed simultaneously** and **setting them up** for instant form-filling by the pupils. The LightGame case (VII) is one example, when
it was easier just to distribute questionnaire papers and to collect or even receive them—regardless of the amount of work needed to type the data into an electronic form for analysis.

Another extremely practical issue with designing subjective data collection is the questionnaire design—despite the electronic or paper form of the questionnaire. How to design a questionnaire that is clear regarding its properties (e.g., language and visual layout) would be a topic of its own and is out of the scope of this thesis. However, this is an important issue that needs attention. Especially when using paper questionnaires, or a hand-held device with smaller displays for that matter, the available space is limited. The layout should be designed so the questionnaire elements are clearly positioned without congestion, the font-size is big enough, and so forth.

In addition, surprising factors may affect the questionnaire design, and in fact, the data to be collected itself: The content may need to fit into a single paper sheet, e.g., which in turn may reduce the number of user experience statements and open questions that can be inquired about in the first place so the layout is still reasonable. Particularly in the EnergySolutions case (V), the questionnaire’s content had to be optimized: The physical evaluation scene was rather constricted, and we expected a large number of participants. For these reasons, the questionnaire had to be appealing and fast to fill in. This was also one of the reasons for not including open questions. More generally, reasons for restricting the content amount in questionnaires may be, e.g., that the same number of people probably will not be willing to provide their feedback if the questionnaire seems too long or the physical evaluation environment does not provide a good setting for exhaustive form-filling, i.e., the participants have to fill in the questionnaire on a hand-held clipboard without the possibility of sitting down, e.g., in a public environment.

4.1.4 Recruiting participants (4)

Participant recruitment is an extremely important but challenging step of an evaluation process. This applies to situations where the participants are recruited well before the actual evaluation as well as to situations where the participants are not recruited beforehand per se, but opportunistically at the evaluation scene. There are three main challenges in participant recruitment. First, the very narrow target user group inevitably poses challenges for recruitment. Finding a suitable recruitment channel, reaching the target user group representatives, and finally, getting them to participate may be almost impossible. This challenge existed in the MediaCenter (I), the DrillSimulator (II), the SymbolChat (III), and the Dictator (VI) cases, although we had project partners from within the target field.
A very narrow target user group resulted in a low number of participants in general in the cases, and not all of the participants were representatives of the exact target user groups: In the SymbolChat case (III), despite our objectives and tight contacts with the professionals of the field, our participants were not symbol users. Furthermore, some of them had so severe disabilities that they clearly were not potential users for our system in that sense. Although the potential of the SymbolChat application could be identified with the current participants, we may have been able to find out more about its abilities as a true enabler of communication had the participants been symbol users. In the DrillSimulator case (II), the background of the participants varied between product development and training simulator personnel, and drill masters. However, only the drill masters were optimal participants because they have hands-on experience with operating real drill rigs. These examples demonstrate the importance of having actual representatives of the target user group as participants to investigate the true applicability of a system for its fundamental purpose.

Second: Similar to or overlapping with the narrow target user group, the very specific purpose of a system may complicate recruitment. It is rather obvious that if a system is meant for a certain medical operation, e.g., the evaluation requires expert users to truly find the potential of the system. Third, evaluations that rely on spontaneous participation and have no actual recruitment beforehand are a mystery in terms of getting participants. Such evaluations conducted in public environments, e.g., may have to be started without any certainty regarding how many persons will participate.

In general, finding the best recruitment channel is often an issue. In academic user evaluations, e.g., university students are often recruited as participants. This is not a problem in case the system under evaluation is meant for the general public and its purpose or the targeted use context is not very specific. However, at least in the evaluation cases presented in this dissertation, university students' feedback would not have been sufficient enough, apart from the EventExplorer (IV) and the EnergySolutions (V) cases, perhaps. Furthermore, the systems in those cases were meant for public environments, and thus, prior recruitment would have made the evaluation artificial. Preliminary feedback received from students may have helped to improve the systems before the actual evaluations.
4.2 (During) the Evaluation

The description of this phase assumes that the participant(s) has been recruited beforehand through email lists, project partners, or other recruitment channels, or just recently at the evaluation scene. The steps presented in the following are closely similar to the procedure of the Experiential User Experience Evaluation Method described already in Section 2.2.3 (and in Publication IV). Here, however, the discussion extends to evaluations conducted in environments and situations differing from public locations as well.

4.2.1 Conducting the evaluation (5)

The actual evaluation situation contains three steps: the time before the usage of the system, the actual usage, and the time after the usage. By “evaluation situation,” I refer to the overall period that the participant is present at the scene. Next, I will describe the actions and considerations for each step.

Before the usage (5.1)

Depending on the information given during the recruitment, the system often has to be introduced to the participant before the actual usage, at least at some level. The extent of the introduction can differ a lot between evaluation cases. The “introduction” can be, e.g., a picture, a video, or a verbal description of the system—all with varying levels of detail. In fact, if the recruitment already has included some information about the system, no special introduction may be needed in the beginning of the actual evaluation situation. The intuitiveness of a target system is an interesting aspect, and thus, it may be worthwhile to provide only the necessary information for the participants before the actual usage. This means that if the system includes functionalities, interaction techniques, or so forth, which are not visible but are still vital for the system usage, those should be somehow communicated to the participants. Despite the extent or the manner of the introduction, all participants should be provided with the same information. One should strive not to affect the participants’ attitudes or at least have the effect as similar as possible between participants. Hence, in case of verbal introduction, it is best to write down the speech and follow the same text with each participant.

In case expectations are collected from the participants, they should be gathered as early as possible. Pragmatically, this may mean that the expectations are gathered already before the actual introduction to the system is done. For example, participants may be shown a picture about the system and told that the system can be controlled with speech input. Subsequently, they would be asked to fill in the expectations questionnaire. After receiving the expectations questionnaire, the researcher would introduce the system more properly and explain the possible speech commands to the participant, for instance. Depending on the evaluation
case and even within an evaluation case, the expectations that the participants report may be based on different things. In the EventExplorer case (IV), the participants’ expectations were based on the poster at the scene, on watching others interact with the system, or on a combination of these. In evaluation cases or situations where it is not self-evident what information about the system the participant may have perceived before reporting the expectations, and more importantly, where this cannot be controlled, it may be reasonable to ask what they ground their expectations on. However, this may be difficult to ask simply and particularly difficult to answer.

In the beginning of an evaluation, it is also polite to briefly describe the procedure of the evaluation to the participant. However, like the introduction to the system, the evaluation procedure might be kept hidden, apart from necessary information. For example, in the EventExplorer case (IV), the information provided to the participants before the usage was kept to the minimum: They were told that, with the system, they could browse cultural events using speech and hand gestures. Necessary information would be the tasks that the participant is asked to perform if there are such, obviously, but they can be communicated task by task as well as the evaluation proceeds. It can be briefly explained what is going to happen, but it is not reasonable to go into details. For instance, it can be mentioned that, after the usage, there will be some questionnaires to be filled in without specifying that user experiences will be gathered with the same statements as expectations were possibly already collected with.

*During the usage (5.2)*

When the participant actually starts to use the system, he or she will be advised as designed. If there are certain tasks that need to be performed or certain limitations, those are communicated to the participant. Instructing the participant at this point may be anything, like Use as you wish, as long as you wish, and very restricted tasks. For example, in the MediaCenter (I) and the SymbolChat (III) cases, the main possibilities of the systems were communicated, but the participants could use the systems as they wished. In the DrillSimulator case (II), the participants were rather strictly advised to perform tasks, and in both the LightGame case’s (VII) evaluations, the system gave instructions to the participants throughout the usage sessions. In the Dictator case (VI), however, the nurses were instructed to dictate everything with the application that they would normally enter just into the patient information system.

Depending on the purpose of the evaluation, the given answers to possible questions by the participant may also vary a lot: Sometimes, the aim is to see whether participants are able to use the system individually, and thus, questions will not be answered during the usage. Another reason for not answering questions after a certain point in the evaluation procedure is that
this approach helps in keeping all given information as similar as possible among the participants. Hereby, what the actions are during the actual usage is highly dependent on the evaluation case.

An important part of the actual usage step is to gather supportive, objective data. In practice, this usually means at least log data about system events, participant input, and so forth. Objective data can be also video or audio recordings, which tell what occurred in the evaluation situation and can be analyzed afterwards. Supportive data can be collected also by observation. However, data gathered through observation cannot be seen as perfectly objective: It is inevitably an interpretation of some level about real-world happenings. The inherently personal variation between different observers explains the subjectivity of the matter. As was done in the EventExplorer case (IV), the objectivity of observational data can be enhanced by having pre-defined forms that the observer fills in as the interaction occurs. This kind of an observation form helps the observer to focus on the most meaningful things that have been agreed with the research team beforehand and acts as a memory list. Designing a proper observation form is a challenge itself, though, as it should be detailed enough so important aspects about the interaction are not missed, but also compact enough in extent so the observer has the possibility to fill it in as completely as possible during the usage. It should be once again stressed that observation data alone cannot be the basis for user experience evaluation, as it contains only interpretations about user reactions and does not reveal the truth of how the participant felt.

After the usage (5.3)

The actions after the actual usage are obviously the core of the evaluation situation considering user experience evaluation. Without diminishing the importance of collecting expectations or observing the usage, the actual user experience data are gathered after the usage. In practice, this is done by questionnaires or interviews, or optimally, as a combination of the two. The actions after the usage are rather straightforward, as they are planned well before, and they should be planned thoroughly.

If not done before, and as recommended above, participants’ background information should be gathered after the usage. These data can be gathered as the last items of the experiences questionnaire, for instance. As practical actions related to evaluation execution, at this point, one has to ensure that all gathered data are taken into possession. Questionnaires possibly left in a return box, e.g., have to be physically collected, and the supportive, objective data logged into a computer system or recorded with a videocamera must be obtained and secured.
4.3 **After the Evaluation**

What happens after the evaluation is highly dependent on the purpose of the evaluation and the evaluation design. Thus, this part of the evaluation process is discussed on a very general level.

4.3.1 **Analysis and conclusions (6)**

*Analyzing the data and interpreting the results*

If not already collected in electronic form, the subjective data, i.e., user expectations and experiences, as well as background information, need to be **transcribed into electronic form** to enable the usage of computer-based analysis tools. This may seem a minor matter, but this manual labor task should be taken into account in the evaluation design. In fact, a rather significant amount of unnecessary work may be prevented with proper design, i.e., **collecting all possible data straight into electronic form**. However, as demonstrated earlier considering the LightGame case (VII) (p. 112), e.g., this is not always reasonable or even possible, and a lot of manual entering of the data may be required.

Choosing the statistical analysis tools, especially the statistical analyses, would be a topic of its own and is out of the scope of this dissertation. Such decisions are limited and directed by several things: the type of data, assuming whether the data are normally distributed, sample size, and so forth. In practice, the statistical expertise of the analyzer or the project team affects the used methods as well, although such restrictions should be solved somehow. The majority of the data analyzed in the research done for this dissertation has been of **ordinal scale without the assumption of normal distribution**. By this, I refer to subjective user expectations and experiences data, which has been **collected mainly with disagree-agree like scales** with a varying number of steps. Furthermore, the sample size, i.e., the number of participants has been small apart from a few exceptions. Thus, the suitable approaches for analysis have been quite limited. Because of ordinal data, the **median has been used as the mean number** throughout the case studies. Mainly because of such small sample sizes, the **results** from the case studies presented here are of a **descriptive nature**. They consist of **numerical expectation and experience values combined with other data**, i.e., answers to open or interview questions, observation data, and background information, when possible. The analysis has comprised calculating the medians of the subjective numerical data and then reflecting the results with other sources of data.

Depending on the nature of the evaluation and the collected data, statistical analyses may not be necessary or even possible. However, if applicable, such tests can be used to strengthen the results and interpretations. Conversely, they may reveal details that are not obvious through observing the median values, for instance. In case both expectations and experiences have been gathered and the sample size is reasonable, possible differences
between the two valuations can be examined with, e.g., the Wilcoxon Signed Ranks Test. It is a nonparametric test suitable for repeated measurements of ordinal data without the possibility of assuming normal distribution. User expectations and experiences were compared with the test in the EventExplorer case (IV), and this analysis revealed a trend not perceivable in the medians only: Both the expectations and the experiences reached a median of 5, but comparing the answers with the test revealed that some experiences were, in fact, statistically worse than the expectations (p. 61). Furthermore, the Wilcoxon Signed Rank Test was suitable for analyzing the majority of the LightGame case’s (VII) Evaluation II subjective data as well: User experiences from the schoolchildren and the teachers were gathered two times, after the first and the third usage session. Regarding those individuals who had provided their answers both times, the experiences within the user groups were compared with the test. However, no statistically significant differences were found in the experiences of either user group.

To utilize the collected background information, one can check whether there are correlations between participants’ reported properties and their expectations or experiences, such as was done, e.g., in the EventExplorer case (IV) (p. 64) and in the LightGame case’s (VII) Evaluation II (Publication VII, p. 482–483). Possible correlations may help to understand certain trends in the answers. However, despite found correlations would be significant, they can be used as the basis for reflective interpretation and discussion only. Without other proof, correlations cannot be used to draw strong conclusions. They are never the basis for claiming that a property causes a specific experience, for instance.

Subjective, non-numerical data, i.e., answers to open or interview questions, or recorded participant comments, can be used to understand, explain, and interpret numerical experience data at their simplest. For example, when the participants of the LightGame case’s (VII) Evaluation II were asked what was the worst in the game, 42 percent answered that nothing was unpleasant after the first session, and similarly, 26 percent after the third session (p. 94). These great proportions alone make it rather unsurprising that the overall liking of the game reached a median 5 out of 5 after both sessions.

If qualitative data allow, they can be further categorized, and the categories can then be reflected with the numerical data, or at least with the results received from the numerical data. These kinds of qualitative data can include very relevant aspects about the participants’ experiences: Even one comment may quickly reveal reasons for certain experiences and obvious development needs. Supportive, objective data, i.e., observation or log data, or video and audio recordings, can be utilized in a similar manner, but those data may even allow the identification of usage patterns and different types of users, which can then be reflected with subjective data.
Depending on the purpose of the evaluation, the depth of the analysis and interpretation of the results can differ substantially between cases. The methods and significance of analyzing data and interpreting results can totally differ, e.g., whether the purpose is to conduct a large-scale evaluation for an interactive system as part of methodology development, to validate a user experience questionnaire, and to publish the results in an academic journal, or to rapidly run a first-phase user experience evaluation for a mobile phone prototype and to share the results in an internal company meeting. However, this step should provide answers to the following questions, at least: What are the results? What do the results mean? What should be done based on the results?

4.3.2 Dissemination (7)

Reporting the results

The last but certainly not least step of an evaluation process is reporting the results. Especially in academia, publications are the end products of the research, and thus, a crucial part of science. However, no matter in what form or to what extent they are presented, the outcome of an evaluation also needs to be disseminated in industry, for instance, to make decisions on possible next steps.

The LightGame case (VII) demonstrates a good example of an iterative process, where the system and evaluation approaches have been developed based on the observations and results received from many evaluations. First, a 10-minute version was designed and implemented (Publication VI, p. 313, Section 5.1) to test the concept in general. The initial version was evaluated with over 60 participants, and their experiences were investigated with statements answered on a scale of happy–neutral–sad smiley faces (Publication VI, p. 314, Section 6.1). Based on the feedback, an extended version for 60-minute physical exercise classes was created (the LightGame case (VII), p. 82–). This complete version was first evaluated with 110 participants, and their experiences were gathered with improved statements, which this time had the answering options “Yes,” “No,” and “I don’t know” (the LightGame case’s (VII) Evaluation I, p. 86). Finally, the content and the story of the game were expanded to investigate its suitability for longer-term usage (the LightGame case’s (VII) Evaluation II, p. 88–). The evaluation had altogether 173 participants who played the game three times. In this most recent evaluation, user experiences from both the schoolchildren and the teachers, who controlled the game and were thus another user group, were checked two times: after the first session and the third session. Based on the challenges detected in the previous questionnaire, the user experience statements’ answering scale was modified to a five-step, disagree-agree like scale.

The purpose of the evaluation has a great impact on how the results should be reported. For example, in the different phases of the LightGame case
(VII), the findings were first communicated internally and informally within the project team to move to the next phase and only later prepared for academic dissemination, which resulted in several publications. Thus, the target audience and the message that wants to be communicated for it are extremely important.

To sum up, when reporting the results of a user experience evaluation, one should try to answer the following questions—despite the dissemination forum: What was done in the evaluation? What are the results? What do the results mean? What will be done next, or at least what should be done, based on the results?

4.4 Summary

To sum up, the proposed process model for evaluating the user experience of interactive systems comprises three main phases: before the evaluation, during the evaluation, and after the evaluation. The phase before the actual evaluation is vital, considering the whole process. There are four main steps that need to be carefully considered and performed to design the evaluation itself properly. These steps and their key action points are as follows:

- **Study background: defining and understanding the purpose and aims of the study.** Familiarize yourself with the purpose, aims, and the environment of the project and the evaluation. Utilize the professionalism and knowledge available within the project partners. Make sure the whole project group has a common understanding about the study: Demand everyone communicate even small matters that might seem self-evident, and share your own knowledge as well.

- **Circumstances: acknowledging the possibilities, challenges, and limitations in the evaluation.** Regarding the system under evaluation, consider its fundamental purpose, its unique or especially important functionalities, novel characteristics, such as new interaction techniques, and in general, how it differs from other systems meant for the same purpose. Consider the aspects existing within or raised by the evaluation context: The physical evaluation’s environment, the social aspects of the context, domain-related matters, and principle-level restrictions by norms or laws affect not only the evaluation design but also the interpretation of the results. Remember to take into account users’ characteristics, such as age, expertise regarding the subject under evaluation, technical knowledge, and possible disabilities or other special characteristics. Furthermore, keep in mind that a system and an evaluation may have more than one user group, and design the evaluation accordingly.
• **Data collection: designing the data collection and producing the material for it.** Concentrate on having at least a questionnaire with a set of quantitative user experience items and at least a few open questions to gain some understanding about possible reasons for the experiences. If possible, broaden the data collection to include user expectations to find out participants’ attitudes before the usage and to compare these with the actual experiences. Remember that, to enable the comparison, the asked-about items have to be similar both before and after the usage. To further deepen the results and their interpretation, interviews, observation, and log data, e.g., can be used. In any case, it is advisable to include basic background information, such as age, gender, and previous experience with similar interaction techniques or systems. The actual content of the data collection is case specific, but do include general user experience items, such as pleasantness and willingness for future use, and items corresponding to the special characteristics of the case, such as statements or questions about the system’s interaction techniques. In questionnaire design, pay attention to clarity as well as to the characteristics of the user group(s) and context.

• **Recruiting participants.** In case participants are recruited beforehand, the recruitment should be started early enough. One’s own recruitment channels may not be sufficient if the target user group or the purpose of the system, e.g., is very specific. Therefore, also utilize stakeholders’ contacts, or contact companies or associations to find suitable recruitment channels. Aim for getting optimal participants who truly represent the target user group. In case there is no beforehand recruitment but the evaluation process relies on spontaneous participation on the evaluation scene, e.g., plan ways to attract participants if necessary.

When all evaluation material is produced, possible participants recruited, the system ready for evaluation, the evaluation scene prepared, and the personnel involved instructed, it is time for **conducting the evaluation.** The evaluation situation itself can be divided into three stages, and they are as follows:

• **Before the usage.** The system under evaluation is introduced to the participant in a pre-defined manner and at a pre-defined level of detail. Remember to keep the information provided as objective as possible and similar among participants. As a general rule, it may be best to provide only the necessary information so the participants are able to use the system. In case gathering user expectations is part of the evaluation design, it is advisable to collect them as early as possible to prevent affecting participants’ attitudes with the system introduction, for instance. Before the usage, the necessary information about the evaluation procedure or content may be
communicated to the participant. Try to avoid giving out information that may affect participants’ expectations and experiences.

- **During the usage.** Instruct the participant about what he or she needs to do, be it using the system freely or performing pre-defined tasks. Plan beforehand how to react to participants or answer possible questions: Sometimes, additional information is not given after a certain point in the evaluation to examine the intuitiveness of a system, and also to keep the provided information similar among participants. Perhaps the most important actions during the usage are related to gathering supportive and objective data: Collect log data, video or audio recordings, or observational data during the usage as designed.

- **After the usage.** Gather the user experience data with questionnaires, interviews, or a combination of these. Remember that this is the most crucial moment and action considering user experience evaluation. If not done before, basic background information is gathered at this point.

When all evaluation sessions are finished and data collected, it is time to investigate the outcome. The steps **after the evaluation** are as follows:

- **Analysis and conclusions: analyzing the data and interpreting the results.** If not already in electronic form, prepare the data for analysis, and transcribe it into electronic form. Analyze the data with suitable methods considering the type and scale of data, sample size, possible normal distribution, and so forth. At least calculate medians from the numerical data, and reflect those with the qualitative data, i.e., answers to open and interview questions. Furthermore, reflect the results from the subjective data with the objective data, such as observation or log data. Conclude what the results together mean or indicate.

- **Dissemination: reporting the results.** Report the results clearly in a manner appropriate for the purpose of the evaluation, and especially the target forum and audience. This reporting should explain what the results mean in practice and what should be done next, if anything.

The process model presented here inevitably extends beyond user experience per se, but the practical issues, such as participant recruitment or available resources, have to be considered and resolved to run a successful evaluation—be the core aim studying user experience or its specific aspects, interaction patterns, or technical functionality, for instance. User evaluations are complex wholes where many things are tightly interlinked, and these need to be taken into account to design and conduct proper user experience evaluations with valuable results.
It should be highlighted that the process model and the examples are based on the eight user experience evaluation cases presented in this dissertation. Thus, the model may not be exhaustive considering all kinds of evaluations. For example, the evaluations have mainly considered short-term user experiences evoked from rather short usage periods of the systems. Exceptions to this are demonstrated by the Dictator case (VI), where the evaluation lasted three months, and the LightGame case’s (VII) Evaluation II, which lasted three weeks, including three usage sessions by the participants. The proposed model is suitable for these evaluations, but in case monitoring longer-term user experience with variations would be the focus of an evaluation, the process model might need to be modified accordingly. Furthermore, given that the research has been conducted in an academic environment, the discussion here inevitably concentrates on issues that might be irrelevant for industry, but might lack issues that would be relevant for user evaluations outside of academia.
5 Conclusions

The research done for this dissertation focused on the issue of how to evaluate user experience in practice. The research questions were:

- How to evaluate the user experience of interactive systems in challenging circumstances, i.e., context or user groups?
- How to apply known methods to create an appropriate evaluation approach for a specific user experience evaluation case?

These wide and general-level questions are answered through numerous details and summaries in this dissertation. As the main contribution, and as a broad, yet comprehensive answer to the first research question, I have proposed a process model for evaluating the user experience of interactive systems. The model is based on the findings of eight user evaluations conducted with real users outside of laboratories and the expertise gained through the research. The case studies have comprised seven interactive systems and a range of contexts and user groups, as well as new interaction techniques still not consistently used, and especially studied, in the field of human-technology interaction. Because of the varying circumstances, mainly case-by-case-designed user experience evaluation approaches have been required. To gain an appropriate evaluation approach for each evaluation case, it has been necessary to apply already existing methods and to bring in newly created elements and approaches. The thorough descriptions of the used evaluation approaches in the case studies answer the second research question.

After describing the starting point for my research in Chapter 1, I introduced the basics of user experience and its evaluation in Chapter 2. There, I also defined “user experience” as I see it and presented two evaluation methods used, and partly created, within the work done for this
dissertation. In Chapter 3, the seven user experience case studies were carefully reported. In two of the studies, the MediaCenter (I) and the SymbolChat (III) cases, the main challenges arose from the user group, the first involving users with visual impairments, and the latter, having users with intellectual disabilities as the target user group. Two of the studies were related to the context of work environment, although from very different fields: The DrillSimulator case (II) concerned the drilling industry, while the Dictator case (VI) studied utilizing speech recognition in the healthcare domain. In the EventExplorer (IV) and the EnergySolutions (V) cases, the evaluations were conducted in public environments, and extra challenges were posed from assessing experientiality, i.e., something beyond the English term “experience.” The LightGame case (VII) and its two evaluations induced challenges from both the context of the school environment and the user group of schoolchildren. Furthermore, the SymbolChat (III) and the LightGame (VII) cases demonstrated situations in which the system under evaluation may have, in fact, more than one user group. Based on the case studies and the practical work experience, in Chapter 4, I finally proposed the process model for evaluating the user experience of interactive systems.

To conclude, the main contributions of my work are:

- **The process model for evaluating the user experience of interactive systems.** The model is based on eight practical user experience evaluations with differing circumstances and their outcomes. The model provides guidelines and practical considerations concerning the whole evaluation life cycle. It can be used to guide practical user experience evaluations.

- **User experience evaluation method development.** The Experiential User Experience Evaluation Method (Section 2.2.3) was developed to assess the experiential user experience of interactive display systems in public environments. It is based on knowledge and approaches from two separate fields: the SUXES method (Turunen, Hakulinen, Melto, et al., 2009) from the field of human-technology interaction and the Experience Pyramid model (Tarssanen & Kylänen, 2006), a theoretical framework meant for designing, analyzing, and developing tourism products, in particular. The created evaluation method was used in two case studies.

- **Applying user experience evaluation methods in varying evaluation cases.** The SUXES method (Section 2.2.2) was strongly utilized in six case studies, and at least some elements of it were employed in an additional two studies. Applying the method varied from using only some of the SUXES statements in the questionnaires, or pursuing the idea of gathering both user expectations and experiences, to following the method as a whole, i.e., gathering user expectations
and experiences at least on the set of the nine SUXES statements regarding even individual interaction techniques.

- **Taking the context, the user group(s), and other evaluation circumstances into consideration.** Overall, the case studies presented have differed substantially due to context or user group, as well as interaction techniques. I have demonstrated a variety of practical user experience evaluation cases and ways to take the circumstances into account in the evaluation design. The evaluation contexts have varied from people’s homes to public and work environments, while the user groups have ranged from people with disabilities, schoolchildren, to professionals in certain fields.

- **Transparent reporting of user experience evaluations.** I have reported eight user experience evaluations of seven interactive systems in detail, including all the information requested from the participants. Transparent sharing of the evaluation designs and results allows other researchers and practitioners to utilize the information in their own work, and thus, advances the development of practical user experience research.

The contribution of this dissertation is of high practical significance. The dissertation will especially benefit beginning user experience practitioners and young researchers by providing real-world examples of evaluation cases and a step-by-step process model for user experience evaluation that can be utilized as a guideline for practical work. The scientific significance of this work cannot be neglected, either. Strict methodological issues, such as a strong theoretical basis, validated methods, or statistically significant results—something studied by Wechsung (2014), for instance—are out of the scope of this dissertation. However, this work contributes to the research gap of how to evaluate user experience in practice. The practical evaluation work is still a crucial part of the academic research. This dissertation challenges academic researchers to share their evaluation designs, data collection methods, and results transparently with the human-technology interaction community.

Evaluation methods could be more systematically developed, and ultimately also validated, if knowledge and practical considerations would be distributed more openly. For example, a research group focusing on interactive displays operated with hand gestures runs a user evaluation with only 10 participants because of their limited resources. They gather user experiences with a self-constructed questionnaire consisting of 15 statements and a couple of open-ended questions. They report the collected data, their findings, and practical considerations on what went well and what seemed to be the pitfalls—also considering the subjective data collection. Then, another research group focusing on the same matter, but having largely better resources, finds the first article. They notice that the first group has actually used some interesting statements and approaches
that they themselves had not thought of. They decide to combine their previously used approaches and questionnaire with the ones presented in the article. Then they run a large-scale user evaluation with 100 participants and analyze the results. The results reveal clear clusters in the answers of different statements. Finally, they report the evaluation procedure, data collection, and their findings in detail. A third research group finds this article, decides to operationalize the clusters into statements, and compares the results gained with the whole set of statements against the set of cluster-statements. They report their research transparently to the community, and again, someone utilizes the knowledge in their own work, and so on. Ultimately, the original, self-constructed approach has gone through an enormous number of developmental iterations and starts to produce consistent and truly beneficial results. Having gone through critical comparative studies, it has become a method commonly acknowledged and approved within the scientific community.

It is rather hypocritical to demand using validated user experience evaluation methods in the still constantly expanding world of interactive systems. One cannot use such methods if they do not exist. Because of varying systems and evaluation circumstances, and the lack of readily suitable and applicable evaluation methods, researchers may have no other option than to create evaluation approaches of their own. Forcing existing methods to certain evaluation circumstances just because they are validated, and thus, treated as acceptable, may be fatal and lead to the absence of any truly useful results. Väänänen-Vainio-Mattila, Olsson, and Häkkilä (2015) conducted a literature review on empirical user experience studies related to ubiquitous computing systems. They found out that the methods and approaches used in studies are rather lightweight and, in fact, do not enable deep understanding of the experiences, which would be important to develop the systems further. It would be crucial to share knowledge achieved through different evaluations. Then, information and methods from separate, but similar kinds of, evaluations could be combined and the methods developed and eventually also validated. The shortage of empirical user experience research is raised (e.g., Hassenzahl & Tractinsky, 2006; Vermeeren et al., 2010; Bargas-Avila & Hornbæk, 2011). However, I believe that empirical user experience research does occur, but is just not reported as openly as it should be—perhaps due to the unwritten requirement of utilizing validated evaluation methods.

The presented case studies and approaches serve as a starting point for evaluations in similar circumstances, but they need further investigation and improvements. In my future work, I will hopefully be able to systematically develop further the evaluation approaches presented here. An ideal outcome would be to have fixed, validated user experience evaluation methods for interactive systems with varying purposes, use contexts, and target user groups. The methods should, however, allow
customization, such as including or excluding certain statements or elements based on the circumstances existing in the evaluation case. Modifying the methods should be thoroughly studied and clearly instructed in the end. Developing such methods would require years of work from several persons and is out of the scope of what one person can do alone. A feasible way to accomplish these kinds of evaluation methods would be to study the individual elements step-by-step in separate studies with plenty of participants and then to combine the results into a flexible, yet exhaustive, set of methods for different evaluation circumstances.

Furthermore, as all of the evaluation cases presented in this dissertation have also dealt with novel interaction techniques, I would be interested in investigating and developing interaction-technique-related user experience evaluation approaches. However, this more detailed focus of research seems to remain a secondary aim for me at the moment compared to the wider, more societal issues of the environment and the user group as evaluation circumstances and how they affect not only the evaluation design, but also the user experiences per se. In conclusion, my aim for future work is to contribute to the investigation and development of practical user experience evaluation research that takes into account the three main factors of user experience—the system, the context, and the user.
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### Appendices

**Appendix 1.** The Dictator case (VI): Participants’ background information and current work practices, requested before the evaluation.

<table>
<thead>
<tr>
<th>Question</th>
<th>Participant 1</th>
<th>Participant 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. User name</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>2. The unit where you are working</td>
<td>Surgery polyclinic/wound polyclinic</td>
<td>Surgery polyclinic/wound polyclinic</td>
</tr>
<tr>
<td>3. Age</td>
<td>30 years</td>
<td>36 years</td>
</tr>
<tr>
<td>4. Work experience in nursing</td>
<td>8 years</td>
<td>13 years</td>
</tr>
<tr>
<td>5. Worked at the current unit</td>
<td>3 years</td>
<td>8 years</td>
</tr>
<tr>
<td>6. Do you dictate or write nursing entries? (Dictate; Write; Some I dictate, some I write)</td>
<td>Write</td>
<td>Dictate</td>
</tr>
<tr>
<td>7. How often do you dictate nursing entries? (I don’t dictate at all; Yearly; Monthly; Weekly; Daily; Several times in a work shift)</td>
<td>I don’t dictate at all</td>
<td>Weekly</td>
</tr>
<tr>
<td>8. How often do you write nursing entries? (I don’t write at all; Yearly; Monthly; Weekly; Daily; Several times in a work shift)</td>
<td>Several times in a work shift</td>
<td>Weekly</td>
</tr>
<tr>
<td>9. What information do you dictate/write about a patient’s appointment?</td>
<td>Wound diagnosis, wound etiology, measured size, local treatment products, possible medication/restrictions.</td>
<td>Wound properties, cleaning methods, treatment products and dressing, treatment plan, consultations, control appointments.</td>
</tr>
<tr>
<td>Question</td>
<td>Participant 1</td>
<td>Participant 2</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------</td>
<td>--------------------------------------------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>10. Systems into which you dictate or write entries?</td>
<td>Miranda, Oberon, Weblab, Radu</td>
<td>Miranda, Oberon, Webradu, Weblab</td>
</tr>
<tr>
<td>11. How many titles do you use in one patient's nursing entries?</td>
<td>None.</td>
<td>-</td>
</tr>
<tr>
<td>12. Can you modify the titles?</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13. When do you dictate or write entries?</td>
<td>Straight after the care situation if possible, sometimes at the end of the work shift.</td>
<td>Straight after the care situation if possible, sometimes at the end of the work shift.</td>
</tr>
<tr>
<td>14. How often do you write entries not related to patient treatment (e.g., orders, meeting memos)?</td>
<td>Rarely, about once a month.</td>
<td>About twice a week.</td>
</tr>
<tr>
<td>15. What kind of texts are those?</td>
<td>Meeting memos.</td>
<td>Storage and medicine orders.</td>
</tr>
<tr>
<td>16. How often do you dictate entries not related to patient treatment (e.g., orders, meeting memos)?</td>
<td>Not at all.</td>
<td>Abont twice a week.</td>
</tr>
<tr>
<td>17. What kind of texts are those?</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>18. Do you make dictations/text entries concerning one patient many times in a work shift or all of them at once?</td>
<td>At once, but sometimes I have to continue after an interruption.</td>
<td>At once, if possible.</td>
</tr>
<tr>
<td>19. Do you make notes for the dictations or text entries?</td>
<td>Yes.</td>
<td>Yes.</td>
</tr>
<tr>
<td>20. How many patients do you treat in a work shift?</td>
<td>4–7</td>
<td>5–8</td>
</tr>
<tr>
<td>21. How much time dictating or writing nursing entries takes in a work shift?</td>
<td>About 80–100 minutes.</td>
<td>About 60 minutes.</td>
</tr>
<tr>
<td>22. Is it technically easy/hard to make the dictations or text entries, and why?</td>
<td>Easy, because the system is familiar.</td>
<td>Easy, because the system is familiar.</td>
</tr>
<tr>
<td>23. Is it content-wise easy/hard to make the dictations or text entries, and why?</td>
<td>Rather easy depending on the patient, because usually same things are repeated.</td>
<td>Easy, because I’ve dictated for so long that I have my own routines already.</td>
</tr>
<tr>
<td>24. Do the patient treatment-related dictations or text entries take too much time in your work?</td>
<td>Sometimes.</td>
<td>Sometimes I feel like it.</td>
</tr>
<tr>
<td>25. Do the dictations or text entries not related directly to patient treatment take too much time in your work?</td>
<td>Sometimes.</td>
<td>-</td>
</tr>
<tr>
<td>Question</td>
<td>Participant 1</td>
<td>Participant 2</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>26. In what kind of situations do you listen/read dictations/text entries made by others?</td>
<td>Always before the patient contact if possible. This is how I get to know the patient.</td>
<td>I read the previous text always before taking the patient to the appointment room.</td>
</tr>
<tr>
<td>27. How often do you read earlier text entries?</td>
<td>Several times in a work shift.</td>
<td>Several times in a work shift.</td>
</tr>
<tr>
<td>29. How do you search for earlier dictations/text entries regarding a patient?</td>
<td>Based on the specific area and sometimes on the date.</td>
<td>Based on the date and specific area.</td>
</tr>
<tr>
<td>30. What information do you search for from earlier dictations/text entries?</td>
<td>Wound situation, wound care (local treatment, products), wound size, possible antibiotics.</td>
<td>The whole text concerning previous appointment, wound size and location, current treatment, planned follow-up treatment, risk information, primary diseases, medication, done examinations, treating party in outpatient care, etc.</td>
</tr>
<tr>
<td>31. Do you find the dictations/text entries you are looking for easily?</td>
<td>Yes.</td>
<td>Yes.</td>
</tr>
<tr>
<td>32. How much experience do you have with a tablet computer? (No experience at all; I have seen one; I've tried one a few times at most; I have used several times; I have used a lot)</td>
<td>I've tried one a few times, at most.</td>
<td>I have seen one.</td>
</tr>
<tr>
<td>33. How much experience do you have with speech recognition? (No experience at all; I have heard/read about it; I’ve used it a few times at most; I have used it several times; I have used it a lot)</td>
<td>I have heard/read about it.</td>
<td>No experience at all.</td>
</tr>
<tr>
<td>34. How often do you use speech recognition (e.g., in a device or service)? (Not at all; Yearly; Monthly; Weekly; Daily)</td>
<td>Not at all.</td>
<td>Not at all.</td>
</tr>
<tr>
<td>35. In what kind of situations would speech recognition be useful in your work?</td>
<td>In making the nursing entries.</td>
<td>It would make it faster and easier to dictate and see the text.</td>
</tr>
<tr>
<td>36. Could you dictate during the care situation while treating the patient?</td>
<td>Yes.</td>
<td>Yes.</td>
</tr>
</tbody>
</table>
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1. INTRODUCTION

People need to access different kinds of digital content in their everyday lives at an increasing pace. In home environments, the consumption of media content, such as television broadcasts, photographs, music, and videos is an essential part of everyday life. Digital television in particular has a central role in entertainment and media access, with networked television sets enabling the use of online content in addition to broadcast programming. Typically, televisions are operated with a complex remote controller, which makes interaction at times slow, complicated, or even inaccessible for some people, such as those with visual impairments. Furthermore, interaction with EPG relies heavily on visual feedback and affordances, creating huge usability challenges for many users. Still, television is considered as important media among visually impaired users. For example, in the UK, 90% of blind and partially sighted people watch television every two days, even though 60% of them cannot use such a crucial feature as on-screen menu navigation [Petré and Chandler 2009]. In the UK alone, this concerns millions of people. The introduction of new features to televisions, such as electronic program guides and interactive content has further exacerbated these issues, as interaction methods have not changed, and there are no accessibility features.

The early research on accessible interfaces for visually impaired users focused on making graphical direct interfaces more accessible. More recent research focuses on multimodal interfaces that are equally as accessible for different user groups. In general, there are high hopes for multimodal interaction as a facilitator for television accessibility, especially the use of speech synthesis, as evidenced by user feedback and industry activity in the area [Knill 2010]. Novel multimodal solutions may also provide totally revolutionary changes in the lives of people with disabilities by making previously inaccessible content and services not only accessible but even very useful and enjoyable. Our research is motivated by the fact that in Finland visually impaired people have been eagerly waiting the kind of multimodal media center solutions we are presenting here.

In this article we describe our solution, the Multimodal Media Center application that addresses the challenges of efficient and accessible multimodal interaction in home entertainment. The application has been designed to offer a variety of different modalities to make the overall user interface both efficient and accessible for different user groups. For blind users, speech
output and haptic feedback provide full access to the information, while a zooming graphical user interface (GUI) is accessible for many users with low vision. Speech input combined with gestures and keypad use makes the interface more efficient and accessible when compared to conventional remote controllers for all people, and especially visually impaired users who cannot use the visual references often needed in direct manipulation interfaces. Our earlier work has demonstrated how the interface and its different modalities were accepted both by nondisabled and physically disabled users (see, e.g. [Turunen et al. 2010, 2009a, b]). In all of these cases, the same baseline system [Turunen et al. 2009d] and evaluation paradigm [Turunen et al. 2009c] have been used. In this article, we focus on visually impaired users and the evaluations carried out with the media center application in their homes.

The rest of the article is organized as follows: we first discuss related work and background, in particular the use of the different modalities in relation to visually impaired people as the user group. Next, we present the Multimodal Media Center application and its user interface. We report results from several user evaluations carried out with the system: first we summarize the key results from earlier studies to establish a baseline and then describe in more detail a study with visually impaired users. We conclude with discussion about the implications of our results for the design of multimodal interfaces for media consumption, and outline avenues for future research in the area.

2. BACKGROUND

Our work is related to a number of systems proposed for improving the use of television and their program guides by utilizing multimodal input and output methods. Typically, the dominating control model, the remote controller, is replaced or accompanied by another control method, such as spoken or tangible interaction. For example, conversational dialogue systems for interacting with EPG content had already been developed in the 1990s [Cavazza et al. 1999]. Typically, the user interacts with a virtual agent using spoken natural language. In a recent example by Goto et al. [2003], the user interacts with an embodied physical television agent using voice interaction based on natural dialogue, with the agent responding using synthesized voice feedback. The results from their small-scale user study suggest that users found interacting with the television using voice easy. Additionally, a Wizard-of-Oz study preceding the development of their voice interface indicates that in the context of EPG control, people voluntarily restrict their speech in such a way that it mainly deals with information specific to EPG content, such as program names.

Multimodal approaches for voice-based interaction with EPG include a novel TV program guide proposed by Ibrahim and Johansson [2003]. Their approach combines speech interaction and direct manipulation with remote controller use. Their results indicate that users prefer the multimodal approach to pure spoken input or pure direct manipulation, as different modalities are better suited for different operations, and thus support each other. For special user groups, they provide alternative methods to interact with the system, which can make otherwise cumbersome or inaccessible system not only usable, but...
also enjoyable and fun. Balchandran et al. [2008] demonstrated a similar system, based on multimodal interaction using the remote controller and speech recognition. It provides both a novice mode with prompts to progressively guide the spoken dialogue, and an expert mode that allows the user to make more complex commands to search and filter the EPG information.

The ZEPI EPG prototype developed by [Tinker et al. 2003] utilizes gestures and voice recognition combined with a zoomable display, thus resembling our approach as presented here. In the ZEPI system, the usage scenario is based on a personable, recommender-like approach built around context-sensitive spoken dialogue. The authors state that the spoken interface be context-sensitive, while gestures can be performed with any device capable of emulating mouse movements. The visual structure of the ZEPI interface is designed around multilayered panels, with each containing a subset of the content with varying types of information.

The existing systems described have not been developed with visually impaired users in mind, and many of them rely on techniques which might be hard to use for visually impaired people. Although they all contain speech interface, which supports accessibility when properly designed, this does not guarantee accessibility. Similarly, multimodality – or multiple modalities – in general does not guarantee more usable or accessible interaction [Oviatt 1999]. Although the needs of visually impaired users are addressed in specific programs [Knill 2010] and there exists research and guidelines on designing accessible audible [DTG Usability Text To Speech Subgroup 2009] and visual [Rice and Fels 2004] television interfaces, we still lack accessible multimodal interfaces for digital television which take into account the needs of different user groups. Next, we discuss how modalities like speech input and output, gestures, and haptic feedback, and their multimodal use can be utilized to make an accessible media center interface.

2.1 Speech Input and Output

Speech has traditionally been applied to support people with visual impairments. There are many kinds of visual impairments from complete blindness to partial sight, and thus the visually impaired have separate needs. For blind users, audio is the most relevant output channel with tactile feedback forming a promising supporting modality. Television and radio broadcasts are important for this group, and digital television provides some new possibilities, such as subtitles being read out loud using speech synthesis. For these users, it is important to format the speech output to allow fast browsing through large amounts of information to gather an overview, for example of the TV and radio programs to be broadcast during the evening. As the audio of the TV and radio programs is the content the users are interested in, mixing the user interface speech with the broadcast content must be designed carefully. Some programs in digital television broadcasts in Finland also provide a subtitle-based speech synthesis for people with visual impairments. Because of this, simply using a synthesized voice does not clearly differentiate user interface speech from the broadcast content.
It is obvious how users with visual impairments benefit from speech output, but speech input can bring many advantages as well. Most importantly, a speech input interface allows people to interact without the need of seeing all the visual references – or affordances – that are usually required in interaction with direct manipulation interfaces. For example, remote controllers, in particular so-called universal remote controllers, often require the user to see the visual display to successfully operate the controller, thus forcing blind users to memorize a large number of remote controller layouts in its different operating modes. In addition, auditory or haptic feedback is usually totally omitted in favor of visual output. While the proper use of speech output and haptic feedback can aid in the use of remote controllers, an optimal solution would be to use a true spoken-language interface instead of trying to make the existing graphical direct manipulation interface accessible for people with visual impairments.

Building a speech-recognition interface for home entertainment applications is a challenging task. Wittenburg et al. [2006] studied unrestricted speech input for television content search. They found retrieval performance to be critical to user experience, indicating that unrestricted speech input is viable only when high recognition rates can be achieved. Error correction can solve only some of the problems [Berglund and Qvarfordt 2003], so errors should be minimized in the first place, especially for those users who cannot use visual display to correct them. As accuracy in speech recognition depends greatly on the size of the language model used for recognition, the optimal selection of grammar size is vital. Use of domain-specific grammars and vocabularies can be a reasonable choice in order to maximize recognition rates and avoid negative user experiences. Previous research has proposed that even conversational dialogue applications are realizable with moderate vocabularies (500 to 1000 words) in this domain [Cavazza et al. 1999], mainly because users have been shown to restrict their speech in this context voluntarily [Goto et al. 2003]. With restricted speech, however, the amount of out-of-vocabulary sentences may become a problem if users do not receive enough guidance on how to speak. Badly designed grammars may also force users to use unnatural language and make speech recognition tedious to use. If a good balance is found so that these challenges are met, speech can provide a powerful input channel: commands, which would require tedious navigation with current interfaces, can be given with a single utterance (as “shortcuts”). The optimal solution can vary greatly between user groups. Limited grammars, which require learning, may be perfectly acceptable for those users who find current solutions tedious to use. It is also possible to adjust the grammars per user to find the optimal solution for that individual.

2.2 Gestures and Haptic Feedback

Gestures can bring similar benefits as speech input for visually impaired users. In particular, gestures can decrease the need for using keypad buttons, and make it is possible to control the system without seeing the interface, either virtual (e.g., television and mobile phone GUI) or physical (remote controller or
mobile phone buttons and their labels). Gesture-based interaction, in general, can be very useful for all users in a media center interface for controlling basic playback. For example, Chen et al. [2010] developed a vision-based interface for television control that allows the user to carry out operations such as channel selection and volume adjustment without using any additional devices. With gestures, there is no need to see labels on the remote controller buttons or display, thus making (sensor-based) gestures usable in low light conditions (e.g., when watching movies). Furthermore, gestures complement speech input and output and haptic feedback well, to provide a rich multimodal user interface, and thus increase the overall user experience. This has also been noted by the entertainment industry, as both Sony [2010] and Microsoft [2010] are releasing gesture-based control technology for their gaming consoles, which are also increasingly used to enjoy media content in homes.

Ferscha et al. [2007] investigated how gestures could be used to express the most frequently used remote controller commands. They highlight the importance of simplicity, affordance, and focused functionality in gesture design. This suggests that when adding gesture interaction to a multimodal home entertainment system, we should be cautious not to overload the gesture channel with too many commands. Care should also be taken if one wants to map remote controller commands to gestures so that they become intuitive to create effective mappings.

Haptic feedback is another promising user interface modality for visually impaired users [Patomäki et al. 2004] and in general for multimodal interfaces controlled with mobile devices. For blind users, haptic feedback can facilitate the use of other modalities (e.g., by communicating when the system is receiving a command or processes speech recognition results). For users with low vision, haptic feedback may also augment visual feedback [Saarinen et al. 2006]. For nondisabled users, haptic feedback can provide silent feedback without disturbing the users, who might be watching movies or listening to music.

3. ACCESSIBLE MULTIMODAL MEDIA CENTER

As a part of the Finnish research project TÄPLÄ (Ambient Intelligence based on Sound, Speech and Multisensor Interaction), we have built a Multimodal Media Center application (MMC) to study the use of novel interface modalities in home environments. Based on a single baseline system [Turunen et al. 2009d] we have created different configurations to experiment with alternative modalities, such as speech, gestures, haptic [Turunen et al. 2009b], and physical touching [Turunen et al. 2009a]. Furthermore, there are optimized configurations for different user groups and even individual users, including physically disabled users and visually impaired users, as introduced here. Next, we briefly describe the baseline system, while Section 4 presents the multimodal interface developed in co-operation with visually impaired users.

The MMC application offers the functionality to watch and record television broadcasts, listen to music, and view photographs. Currently, we have focused on television broadcast functionality. The application provides full control over digital television content, including a novel Electronic Program Guide.
Technology-wise, the MMC application is based on a low-cost PC equipped with a dual terrestrial/cable digital TV receiver, and a set of additional hardware devices. The overall setup is illustrated in Figure 1. Regarding hardware, our aim has been to keep the cost of the required system low so that the potential end users can actually afford to buy one. We have managed to keep the price of the hardware similar to an advanced digital TV set top-box. Alternatively, users are able to use their existing PC.

The computer runs a Windows-based software that provides the media center functionality, written in C# and Java utilizing the Piccolo graphics toolkit [Bederson et al. 2004]. The server software includes Finnish language speech recognition (Lingsoft Speech Recognition) and speech synthesis (BitLips TTS). Speech synthesis is connected via Microsoft SAPI interface, so any SAPI-compliant synthesizer can be used. Speech recognizer is encapsulated into its own module connected via TCP socket with a simple message protocol. The TV tuner is connected with Windows’ BDA interface, so any compatible tuner can be used. No other special hardware is necessary, so most modern computers can be used to run the system. We have used both desktop and laptop computers to run the system during the development and evaluations periods.

In addition to the computer, an input device is required. In the default setup, a Symbian S60 mobile phone is used. We chose to use a mobile phone, since modern phones provide access for keypad input, speech input and output, vibration output and accelerometer input. Since most potential users already have a mobile phone that can be used with the system, it provides an affordable solution for building a multimodal interface. The mobile device software includes a native Symbian application that provides an embedded gesture recognizer, a speech recognizer, a haptic feedback controller, and a speech synthesizer. Application logic, key input, and mobile display are controlled with a MIDP 2.0-based application. A wireless access point is used to connect the mobile phone to the computer.

The system includes two speech recognizers: an embedded recognizer running on the mobile phone and a server-based recognizer. The choice of the recognizer is a balancing act between speed, vocabulary size, and accuracy.
used the server-based recognizer for all user evaluations, since the full vocabulary is not accurate enough with the current embedded recognizers, and the embedded recognizers are significantly slower than server-based recognizers, even with small vocabularies. In the future, however, both limitations will be removed, so we expect more use for the embedded recognizer.

A regular television is used as the display. Overall, the equipment used is common and found in many homes today, even more so in the very near future. For people with low vision, a modern high-definition display is used to make the fully zoomable graphical interface as readable as possible by the use of several visualization techniques combined with speech output and haptic feedback. For blind users, it would be possible to use the system in a truly mobile setup by streaming all audio content (both television broadcast and user interface content) to the mobile phone.

Next, we present a multimodal interface developed for the MMC application. Here, we will focus on those techniques most suitable for visually impaired users. Some topics are omitted here, and further information can be found from our other publications (e.g., concerning solutions for physically disabled users [Turunen et al. 2010] and interaction with physical pointing [Turunen et al. 2009a]).

4. MULTIMODAL USER INTERFACE FOR VISUALLY IMPAIRED USERS

The overall MMC interface uses several visualizations and interaction techniques to support visually impaired users: a fully zoomable focus-plus-context GUI tightly coupled with speech output, speech input combined with gestures and mobile phone keypad, and haptic and auditory feedback.

The interface has evolved over several iterations. The evaluations described in this article are based on two main iterations. The first version was implemented in the start of the project before user evaluations. Different evaluations both in public pilots and laboratory settings were done with the first version, which resulted in some major redesigns, in particular with gestures and haptic feedback. The result was the second version, which was used in the evaluations with visually impaired users. The second version is highly configurable; this feature was utilized heavily to optimize the interface for visually impaired users. Next, we describe the interface by looking at each of the modalities. Where there are significant differences between the two iterations, the differences are described. Unless otherwise noted, the screenshots refer to the second version of the system.

4.1 Focus and Context GUI

The main user interface of the MMC consists of several screens for different media applications (e.g., viewing photographs and music playback). Here, we focus on the Electronic Program Guide (EPG) interface (Figure 2). It consists of a grid, where columns represent television channels, while rows represent time slots. Cells are individual television programs.

The user interface implements several focus-plus-context techniques, taking inspiration from such techniques as fisheye menus [Bederson 2000] and the
DateLens system [Bederson et al. 2004] to help people get both the overview and details from the huge amount of EPG information. As seen in Figure 2, a strong enlargement is applied to the active program to highlight the focus area. In addition, it is possible to enlarge columns and rows near the center of the display to make the effect stronger. Overlaid animated icons on the lower right-hand corner of the screen are used to give guidance and feedback for gestures and speech input. The raise-to-talk activation notification (see Section 4.5) is displayed on screen so that users can be certain that the system is listening to their speech.

While the graphical user interface is not directly relevant for blind users, it becomes a highly meaningful and interesting subject for partially seeing people when properly designed. However, when visually impaired people are consuming media together with other persons, for example, in the same households and premises, the interface should be usable for people without visual impairments. Taking these into account, we redesigned visual elements of the interface together with representatives of visually impaired people for the second version to maximize its efficiency for different use cases.

The basic structure of the interface remained the same between the two versions, but the second version enabled the interface to be configured to great extent. This allowed us to tailor all interface elements, such as the overall appearance, colors, labels, contents, and animated icons, to the needs of visually impaired users. For example, the use of transparency, program category icons, and a huge amount of information, as seen in Figure 2, were among the features we had to remove or change in the interface designed for visually impaired users. The resulting interface can be seen in Figure 3.

One of the main features we wanted to include in the version for visually impaired users is unrestricted zooming functionality. Two examples are given
in Figure 4. The EPG display is zoomable from weekly overviews to close-ups of single programs. This feature makes it possible to configure the interface for a variety of visually impaired users. Naturally, easy, and robust zooming becomes a crucial feature. We achieved this with multimodal gesture interface, described in the following sections.

For many visually impaired users, the features mentioned, combined with a proper use of contrast, colors, and typography, can make the graphical user interface more useful than traditional EPG views. However, as shown in previous research [Rice and Fels 2004] these are specific to different visual impairments, as well as individual preferences, so it is hard to create a single solution for all visually impaired users. For example, in our usage cases, different color settings have been applied in the EPG displays presented in Figures 3 and 4, based on individual test user preferences. Similarly, control parameters related to speech output are highly user-specific. To address these, we implemented a personalization feature to the MMC application (Figure 5).
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In addition to the main display (on the TV screen), the mobile phone display shows the latest user input, that is, it provides feedback on speech and gesture recognition results, and displays contextual help and detailed information for the currently active view. However, since most mobile phones provide rather small displays, we chose to focus on the main display in the second version of the system.

4.2 Speech Output

In order to support all visually impaired people, including blind users, the system includes a tight integration between the graphical interface and synthesized speech output – all of the important information is read aloud with speech synthesis. For example, the content of an item is spoken out loud as soon as the item is selected. However, the spoken content is not the same as the content presented on the display, since speech and text have different strengths and weaknesses. For example, speech outputs should use full sentences to keep the message easily comprehensible, and they should have the most important information at the beginning of the message to allow efficient browsing. In EGP navigation, we first presented the name of the channel (only when the active selection moves to a new channel), followed by time, title of the program, and, after a short pause, the description of the program. As the most important information is spoken first, users can navigate around quickly to form an overview. The basic structure of speech output remained the same in both versions of the system.

Since the system incorporates speech synthesis both into the mobile device and in the EPG application, we can choose the output channel between these two. Mobile text-to-speech synthesis can provide spatial and voice quality.

separation between audio from the television and speech by the system. However, this may cause too large a disparity, especially if audio volume from the television is high. The optimal solution depends greatly on the use context and the specific user group. We used synthesis on the computer in both versions of the MMC system, but the feedback from user studies supports the potential usefulness of spatial separation provided by synthesis on the mobile phone (see Section 5.3.5).

4.3 Haptic and Auditory Feedback

Haptic feedback can be used to enrich the user interface and provide a supporting channel for visually impaired users, especially when combined with spoken and auditory output. In our case, haptic feedback is given using the vibration component of the mobile phone in the form of haptic icons. The icons are a series of pulses generated by the vibration engines of modern mobile phones. We identified a set of ten control parameters to specify the icons. The parameters are (1) delay before the first pulse; (2) delay before the last pulse; (3) length of the first pulse; (4) length of the last pulse; (5) intensity of the first pulse; (6) intensity of the last pulse; (7) direction of the motor (forward or backward); (8) number of single pulse; (9) number of pulse series; and (10) delay between pulse series.

Based on the parameters mentioned, we defined a markup language to specify haptic icons inside applications. Since haptic feedback has many similarities with music, we used similar approaches as with computer-generated (synthesized) music representations. The resulting markup makes it possible to create rather sophisticated rhythmic patterns, as presented in the following example:

```xml
<haptic_pattern
    name = "Speech input ends"
    begin_delay = "300"
    end_delay = "1"
    begin_length = "100"
    end_length = "1"
    begin_intensity = "1"
    end_intensity = "100"
    direction = "forward"
    pulses = "5"
    series = "1"
    pulse_delay = "0"
/>
```

For every haptic pattern, we created a corresponding auditory feedback, which was played out simultaneously. An example of such a pattern-feedback pair is visualized in Figure 6.

In our previous studies, we found that even very simple haptic feedback can be very useful in multimodal user interfaces [Turunen et al. 2008]. On the other hand, previous research has shown that learning more complex haptic
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Fig. 6. Corresponding haptic and auditory feedbacks.

patterns requires training [Hoggan and Brewster 2007], so the overall success of a haptic interface depends greatly on the usage situations and the needs of the users. In the first version of the system, we utilized nine haptic icons mapped to different events in the interface. This resulted in rather negative results in user tests; hence in the second version of the system, we limited the amount of haptic feedback. We associated haptic feedback with different gestures and speech input, as discussed in the following sections. For example, the phone vibrates with different patterns when it recognizes a gesture and when speech input ends. We believe the value of user being able to get the feedback without using the visual modality is indisputable, especially for blind people, and the modest amount of different haptic icons makes them usable without extensive training.

4.4 Speech Input

A speech recognition interface was implemented with context-free grammars. As discussed in Section 2.1, there are many challenges in building speech recognition grammars for this type of application. Television programs can have unpredictable names, and more importantly, they often appear in more than one language. Thus, building a grammar automatically can sometimes be problematic. Furthermore, speech input often relies on the “speak what you see” approach, for example, people tend to rely on the words displayed on the screen in their spoken input. For blind users, and some partially sighted users, this is not a feasible approach.

In the first version of the system, the speech interface was based on a natural language approach to control the application, including overall navigation in the application (e.g., “Go to program guide”); navigation inside the EPG (“Show Monday afternoon”); and for watching media (“Go to documentary channel”). In addition to recording selected program (“record this”), it was also possible to record multiple episodes with a single utterance (“Record all the Tom the Tractor shows this week”) and highlight programs based on their...
genre ("Show me all the children programs tomorrow morning"). In total, the language model contained more than 900 words, which compares quite nicely with previous research [Cavazza et al. 1999]. The model covered all program names for the one-week snapshot of Finnish EPG data in Finland. This “full” grammar was utilized in the first version of the system and its laboratory evaluations. In the laboratory, static EPG data was not only feasible but also a required feature to keep the evaluation sessions constant.

In the evaluation of the natural speech input interface of the first system version, we received excellent user experience ratings, and the overall speech recognition accuracy was 93%, and even 97% when out-of-vocabulary sentences are removed [Turunen et al. 2009b]. The most important finding from the evaluation was that grammar-based interface can be efficient and natural in this domain without training, since there was not a significant amount of recognition errors due to out-of-vocabulary sentences. Again, this was in line with the previous research showing that people restrict their speech in this context voluntarily [Goto et al. 2003].

Although we got very promising results, we considered robustness to be the ultimate goal for users who cannot rely on visual affordances and feedback. Furthermore, automatic generation of grammars is challenging because of foreign names, and so on, as discussed previously. Finally, we encountered some technical challenges in fully automatic grammar generation from EPG data. For these reasons, we constructed a simplified grammar for the second version of the system. In the resulting speech input interface, we focused on navigation in the EPG between days, channels, and timeslots, and left individual program selection to be done with the mobile phone keypad. Furthermore, it was possible to control the playback of recorded programs with speech.

Finally, in order to use speech input successfully, we need to deal with speech activation. In this domain, voice activity detection alone is not reliable enough for daily use. The television set alone may make loud enough noises to inadvertently trigger speech activation. In our case, speech input is activated either by the traditional button-pressing approach ("push-to-talk"), or our novel solution, a multimodal "raise-to-talk" gesture, as presented in the following section in more detail.

4.5 Multimodal Gestures

Instead of replacing key input with gestures, we focused on augmenting the mobile key input with gestures, providing a truly multimodal interaction paradigm. In our case, the mobile phone keypad and gestures can be used for navigation and selections either independently or in combination. In the first version of the system, we experimented with a trainable recognizer, which combined rule-based methods and the hidden Markov model (HMM)-based statistical methods (similar to Schlömer et al. [2008]) to recognize gestures based on the accelerometer data. This approach was not received favorably by the users (as discussed in Section 5.2). Traditional arrow buttons and using the remote controller were much more fluent, ergonomic, and intuitive than the gestures we tried (tilting, turning, and sweeping the phone in several
directions and combining this with certain buttons). These gestures posed several challenges for the user: they were position-specific (some users might be sitting, others lying down); they were not intuitive and had to be memorized without the aid of real-world analogies; they captured the user’s attention; there was a distracting delay due to the gesture recognition process; and finally the gesturing success rate was not acceptable.

Based on the evaluation results, we redesigned the gesture interface for the second version. The different orientations of the mobile phone alter how the keypad works, and activate and deactivate speech input. In the vertical/down orientation, mobile phone keys are used to move selection in the EPG; in the vertical/middle orientation, keys move the EPG display area; and in the horizontal orientation, keys perform zooming functions. Figure 7 illustrates the vertical/middle and horizontal orientations.

Finally, we use a fourth position as a more intuitive and natural alternative to the push-to-talk paradigm. Instead of pushing a button, a user simply raises the phone in front of his or her mouth (corresponding to vertical/up position), as illustrated in Figure 8. The orientation of the phone activates the recording of the audio. This provides a natural way for speech input activation in the media center domain, and it also helps speech recognition by bringing the phone microphone closer to the mouth. The gesture can be combined with voice activity detection, but we did not find it necessary due to the robustness of the gesture recognition algorithm.

The resulting gesture interface supports visually impaired users, since the four different gestures are extremely easy to perform robustly without seeing the phone/display, and the number of keys needed is reduced considerably – in fact, only the navigation keys or the joypad are needed.

5. USER STUDIES AND EVALUATIONS

New applications and interface techniques create new kinds of contexts and styles of uses, and the attitudes and expectations towards them can differ greatly. Designing for home environments is particularly challenging, since strong value systems are associated with homes. Some people are keen to try out any new technology to improve their homes, but there are users who are reluctant to adopt technical solutions for everyday tasks and who particularly appreciate media silence at home [Soronen et al. 2008]. On the other hand, the home environment is in many ways well suited for introducing new modalities. Since the use of technology is daily and the users are known, customization, adaptation, and learning techniques can be used to make the interaction robust and efficient. For example, in the recognition-based technologies used here, speech and gesture recognition can be personalized and adapted to specific users by using customized vocabularies and training.

In general, the attitudes and expectations people have towards new applications, such as media centers, and novel multimodal interaction techniques, such as speech and gesture input, are not well known. For these reasons, there is an urgent need to know more about user expectations towards and experiences with novel modalities in the home context. It is also very important to find out the expectations and the experiences of people with disabilities towards new technical solutions, as, perhaps, they stand to benefit the most from these new modalities. On the other hand, they often have very strong opinions on user interface issues based on existing solutions they have relied on for many years. Thus, it is essential to design the systems in such a way that
their needs are respected, taking into account their preferences and habits. In our case, this means, for example, that a blind user needs to be provided with proper audio and/or tactile feedback.

In order to design a proper interface for different user groups, we conducted a set of user studies and *in-situ* evaluations. At the beginning of the project, we conducted a large consumer survey with more than one thousand respondents, which showed that people approached speech input with caution [Soronen et al. 2008]. However, our experience shows that the actual experiences with a working speech-based system can dramatically shift these attitudes towards the positive [Turunen et al. 2008]. Thus, introducing novel interaction methods in real environments is a key issue in making them widely accessible and known to users. We have run a set of different evaluations to find out what solutions work with different types of users. Next, we introduce the evaluations we have carried out with the media center application. First, we summarize the first experiences from a ten-month Living Laboratory experiment carried out in a local media museum. Then, we present the key results from a formal user study carried out in our laboratory. Finally, we present in detail the *in-situ* evaluations completed with visually impaired users and discuss the findings in relation to the previous evaluations.

5.1 Living Laboratory Evaluation

A living lab testing environment was built in the Rupriikki Media Museum in Tampere. The first version of MMC application was available for use to all the guests of the museum from May 2008 to May 2009. In the summer of 2008, a user test with 21 participants was organized in the Living Lab environment, where the main objectives were to elicit the expectations of participants towards a smart home environment and its input methods. The test consisted of three steps; first, expectations were gathered via interviews to assess thoughts and opinions of using speech and gestures; then, the participants familiarized themselves with the media center and the speech and gesture functionality. After approximately ten minutes of use, the participants were interviewed again to establish how their opinions had changed. The relation between expectations (before use) and experiences (after use) was evaluated. The following six questions were asked on a scale from 1 to 5, both before and after use:

—How *pleasant* is it to control the television *with speech* / *with gestures*? (1 = unpleasant, 5 = pleasant).

—How *easy* is it is to control the television *with speech* / *with gestures*? (1 = difficult, 5 = easy)

—How *useful* is it to control the television *with speech* / *with gestures*? (1 = annoying, 5 = useful)

As Figure 9 shows, the distinction was positive with speech, whereas it was negative with gestures. The overall satisfaction with the speech interface was positive compared to expectations. On the other hand, operating the system via gestures was more disappointing to the users. However, a single explanation for the negative experiences with gestures cannot be identified. There
might be other reasons affecting the users’ experiences, such as the effects of participating in an experiment that features a new system and the knowledge of being evaluated. It can also be argued that the fundamental reason for the more negative results on gestures was the lack of a distinct advantage over the ordinary, remote controllers.

Regarding haptic feedback, users primarily interpreted all tactile feedback as one single feedback (from a gesture/voice command accepted by the system), and no experienced differences between the different types of tactile feedback were reported.

5.2 Laboratory Experiment

In order to study the expectations and user experience of the first version of MMC applications and its different input and output modalities in a more controlled setting, we arranged a user study in our usability laboratory [Turunen et al. 2009b]; 26 students from the local university participated in the evaluation (10 male, 16 female), ranging in age from 19 to 33 years (mean = 22.6 years, SD = 3.0). As compensation for participating in the study, they received extra credit towards the completion of an undergraduate course. The evaluation procedure followed the same pattern as the Living Laboratory studies, but this time we used the SUXES evaluation method [Turunen et al. 2009c] to collect subjective metrics. SUXES produces a subjective measure of the gap between the pretest expectations and the post-test perceptions (experiences). Before the test, participants were asked to fill in a questionnaire consisting of nine statements about their expectations of the system. They were asked to mark both the acceptable and desirable levels on each statement. Each participant was then given three exercises and eleven evaluation tasks with MMC. The order in which the tasks were presented was the same for each participant. The tasks reflect typical usage scenarios (e.g., selecting a recorded program, setting up
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recordings, and changing channels in the electronic program guide). Participants were free to use any of the input modalities to complete the task. After completion, they filled in a questionnaire consisting of the same statements as in the pretest questionnaire. This time the participants gave only one value to indicate their perceived experiences.

The SUXES method makes it possible to estimate the current state of the application on the basis of expectations and experiences. In this study, we focused on the following user experience dimensions: speed, pleasure, clarity, error-free use, error-free function, learning curve, naturalness, usefulness, and future use for each multimodal input/output method (speech input, gesture, and haptic feedback). The statements and medians of the responses are shown in Figure 10.

Figure 11 summarizes the main results of the experiment. As the results show, speech interface design was received very positively overall. The participants’ expectations were somewhat reserved, which matched the findings of our initial user survey [Soronen et al. 2008] and the Living Laboratory studies in the local media museum. However, speech input clearly surpassed expectations when people found it useful.

As seen in Figure 11, haptic feedback and gestures were received with more caution, similarly to the Living Laboratory experiences. The conclusion we can draw is that our nondisabled participants did not consider gestures and haptic feedback all that useful in this context. Based on the results, we were able to adapt the graphical and speech interfaces quite directly for the needs of visually impaired people, but we needed to design the gesture and haptic interfaces from scratch to support this user group. Even the first evaluations were quite negative concerning gestures and haptic feedback; we wanted to try different designs, since these modalities have a huge potential for visually impaired users.

5.3 Pilot Studies with Visually Impaired People

In order to test how visually impaired people received our user interface, we arranged three pilot studies in the homes of blind and partially sighted users. We present the study and its results in detail:

5.3.1 Methodology. Several methods to collect the data were used: semi-structured face-to-face interviews containing 15 to 20 themes were performed in re-use contexts both before and after the evaluation period; SUXES questions were used to measure the expectations and actual experience in similar fashion to the laboratory study described previously. In addition, the system stored all the application data for further use and analysis. Overall, the data collected included information on interactions and use of modalities. However, no audio (or video) recordings were included for privacy reasons.

5.3.2 Pilot Users. Three participants were recruited in collaboration with the Finnish Federation of the Visually Impaired.1 The participants

---

1http://www.nkl.fi
Fig. 10. The SUXES statements and medians of responses from the laboratory experiment with nondisabled users (statements are translated from Finnish).
were middle-aged males with moderate to severe (complete blindness) visual impairment. They were comfortable with using technology and could easily verbalize their observations and experiences. Using television was part of everyday living for all of them. The evaluation period lasted ten, seven, and four days, depending on the users’ time schedules. This was considered long enough an exposure to provide reliable, usage-based feedback in the final interview, especially in light of our earlier long-term studies where the users learned to use the system fluently within one week [Turunen et al. 2010].

The interview and SUXES inventory were conducted during the first visit to the participant’s home, then the system was introduced and practised on for an hour. More guidance was offered via email when needed; otherwise the participants used the system themselves.

5.3.3 Results. The overall results are extremely encouraging: all participants would recommend the system to their friends, under the assumption that the stability problems, typical for such a research prototype, were fixed.
Fig. 12. Summary of user expectations and user experiences of different modalities and MMC application in studies with blind and partially sighted people.

Overall this is a very positive indicator of acceptance, as recommending a product has been shown to be a good indication of a successful user experience [Reichheld 2003].

The system was regarded easy to learn. The one hour introduction was considered enough and the users felt comfortable using the system after the first day. The factors behind the good learnability were easy and logical voice commands, speech output and the logical structure of the user interface.

5.3.4 User Expectations and User Experiences. We collected user expectations of the MMC application and user experiences after its use in the same way as in the laboratory study. Figure 12 highlights the key results.

When the results from our nondisabled participants (Figure 11) and those from the current study (Figure 12) are compared, major differences both in user expectations and user experiences can be found. In particular, visually impaired users had extremely high expectations about the usefulness of the MMC application. More importantly, these expectations were met, in most
cases, with the highest possible ratings afforded by the response scale. Finally, the results show how willing visually impaired users are to use the system in future. It is also interesting to note how easy it was for the users to learn the system. Next, we present the detailed findings from the study organized by input/output modality.

5.3.5 Speech Output. Speech output was regarded as the single most important feature of the system by all participants. It minimizes the need for visual interaction with the system and allows blind users to control the system. Speech output makes it possible to use the television completely independently. Our participants could cope with error states and interaction problems, since they got immediate speech output from the system. Using the EPG with speech output became so natural that the users gave up using their old methods (web-based services and newspapers). Making recordings had long been impossible for our blind participant, but now he could easily accomplish it. For the moderately visually impaired participants, the use of the EPG became much faster and more pleasant: with speech output the EPG could be browsed from a distance or from another room, instead of sitting very close to the screen and reading the text with a magnifier.

The amount of information that the EPG offered (see Figures 3 and 4) was considered adequate: the name of the channel (provided only when the active cell moves to a new channel), time, title, and description of the program. Our participants appreciated the feature whereby they could skip any speech output by pressing a dedicated button or by moving the active cell/cursor.

The speech synthesizer in this evaluation was familiar to the participants, since it is the same as the one used by television voice-subtitling services by the Finnish Broadcasting Company. Our participants reported that using the same speech output voice for two separate functions (subtitling and system output) was confusing. They wished to be able to adjust not just speed and volume but also gender, intonation, and “personality” of the voice. It was also noted that in certain contexts it would be beneficial to extract the voice output from television completely and direct it through a separate device such as a mobile phone with headphones (as discussed in Section 4.2). This way a visually impaired person could utilize the speech output without disturbing other people in the same room. In one interview, the participant’s spouse expressed mild annoyance towards the synthesizer sound: it was considered just tolerable, but still annoying. In everyday use this could become a problem in the long run.

5.3.6 Speech Input. Using speech input was embraced enthusiastically. The first impression from participants was typically: “Wow, this is amazing!” Voice commands, instead of using mobile phone keys, were much faster, and pleasant to use for the visually impaired participants. For one participant especially, whose speech recognition rate was very close to perfect, controlling the TV with speech became so attractive that he reported having difficulties with letting go of the new system at the conclusion of the evaluation and returning to the old system.
As discussed in Section 4.4, the first version of the system contained a rather large vocabulary (for grammar-based speech recognition), including complete natural language sentences and full program names, for example. In the second version the vocabulary was reduced considerably, interaction consisting of commands, each command consisting typically of only one or two words. This was primarily motivated by the need to ensure high recognition rates of the speech interface, even without visual affordances and feedback. It can also be argued that since the analogies they were using are the buttons on a remote controller, it is natural that pressing or clicking is replaced with a simple phrase, rather than speaking out loud something that is seen on the screen, as is often the case in multimodal speech interfaces. Using one- or two-word commands is also faster, since longer commands create larger sound files which take longer to analyze, and thus the delay between the command and system feedback may grow to be too long. One participant reported experiencing slightly too long delays, which was the only negative aspect of the system he could think of. According to the log files, speech input delays (response times) were less than one second in general. However, there were technical problems, which caused 2 to 3 second delays in some cases, which may explain these comments.

There were some individual differences in the success rate of the voice commands. It is impossible to identify misinterpretations from log data alone, and since we did not have complete audio or video recordings (due to privacy reasons) of the usage sessions, we could not measure the actual recognition rates in the same ways as in the laboratory experiment. One participant reported (as his subjective measure) numerous misinterpretations and unrecognized commands, which we could also observe during the introduction and the final interview. Individual differences in speech generation (e.g., pronunciation, volume, tone, gender, and age) are clearly responsible for this, as we had already found out in the earlier phases of the project. This finding is common when it comes to the use of speech. The participants felt that the commands are intuitive, so the learnability of the speech input is also very high.

5.3.7 Haptic Feedback and Gestures. For the second iteration of the MCC, we had to rethink and redesign the haptic feedback almost from scratch, as discussed in Section 4.3. In the first version, with its set of nine different haptic icons, the acceptance of haptic feedback had been quite poor, as discussed in Section 5.1. It was evident, however, that haptic feedback would offer significant added value for visually impaired users, so a new set of gestures and haptic feedback was designed expressly for this purpose.

The multimodal gesture designed to activate speech input, as presented in Section 4.5 and illustrated in Figure 8, worked incredibly well: our participants adopted the gesture immediately, and the gesture recognition rate was excellent (based on subjective evaluation, since in the absence of video recordings we could not get objective measures). In the first version, we used a button-based push-to-talk activation, which caused much confusion, and perhaps more importantly, always seemed to break the flow of watching TV by drawing attention to the mobile phone instead of the TV screen. In the present evaluation, the
participants’ attention was clearly on the TV or the function that they were concentrating on, and the mobile phone was treated merely as a microphone. The flow was never interrupted by the speech activation gesture. This simple finding may be one of the most important results of this evaluation: the raise-to-talk gesture is really intuitive, accurate, and does not distract the user.

The haptic feedback was generally appreciated, but the users’ opinions seemed to vary. Our blind participant was hoping for a larger variety of feedback patterns. However, a moderately visually impaired participant did not differentiate between the patterns we offered – they all seemed the same to him. As presented in Section 5.1, this was also reported by most people in the Living Laboratory experiment. Haptic feedback was helpful in situations where the system is ready to accept new commands or where it recognized a command. In addition, one participant preferred the haptic feedback to an audible sound effect, especially in a social context.

5.3.8 Electronic Program Guide. All of our participants were pleased with the EPG, although this was mostly due to the speech output alone. The visual output (font size, contrast) of the EPG could be adjusted individually. The EPG display could be zoomed in to help reading from a distance. In addition, the information panel that contains more information of the selected program could be enlarged to cover the whole screen. Two participants had to be quite near the screen, despite the zooming functions, and in these cases the zooming seemed to disturb the reading because the letters were too large and hence required head movement to bring all of the text into focus. So it is quite understandable that the participants greatly preferred the speech output. One user with moderate visual impairment suggested a feature that would allow him to fix his sight on a certain position on the screen and the text would then scroll through that position. This would be a familiar analogy to some users who are familiar with using optical aids such as magnifiers.

6. CONCLUSIONS, DISCUSSION, AND FUTURE WORK

We have presented a multimodal media center interface designed for people with different levels of visual impairment. In particular, we have presented several solutions for accessible multimodal navigation in the Electronic Program Guide (EPG), which is the key component in digital television. Furthermore, the solutions presented allow accessible control over all functionality of digital television, including recording and watching broadcast content. The results can be applied to similar domains, including other media applications (photographs, videos, music).

Our solution uses speech input and output, gestures, haptic feedback, and a zoomable graphical interface to make the system accessible. Speech output and haptic feedback provide full access to information for blind users. The zoomable focus-plus-context graphical interface, combined with speech output, makes the system accessible for people with low vision. Speech input combined with multimodal gestures provides a more efficient and accessible input method than traditional methods, such as remote controllers, for all visually impaired users. Naturally, these solutions are available for other users as well, and designed ACM Computers in Entertainment, Vol. 8, No. 3, Article 16, Pub. date: December 2010.
to provide rich user experiences for them. Currently, the application has been piloted and evaluated with nondisabled [Turunen et al. 2009b] and physically disabled [Turunen et al. 2010] users, in addition to the work done with visually impaired users, as presented in this article.

From a technical viewpoint, our system is quite similar to the ZEPI EPG prototype developed by Tinker et al. [2003]. Both utilize a zoomable display combined with gesture and voice recognition. The visual structure of the ZEPI interface is designed around multilayered panels with each containing a subset of the content with varying types of information; whereas in our system the design is built around a zooming grid that progressively discloses information based on the zoom level. We believe that our approach may well be more familiar to users, since the visual analogy to the familiar grid-based layout is not broken even when zooming in and out of the content. In addition, the usage scenarios for the designs are somewhat different. In the Multimodal Media Center the focus is strictly on facilitating the viewing and management of television content, whereas the ZEPI system provides a more personable, recommender-like approach built around context-sensitive spoken dialogue. Both approaches are highly relevant for further work in the area.

In order to demonstrate the usefulness of the developed solutions, we have presented results from real use of the system taking place in homes of visually impaired users. To summarize the results: visually impaired users ranked the interface extremely high, and were willing to take it into everyday use. Even to the extent that some of them were not willing to give the system back to us when the pilot period ended. In comparison to previous studies with nondisabled users, utilizing an earlier version of the system [Turunen et al. 2009b], our evaluation results are really encouraging, although some elements of the interface, speech input in particular, were already well received with the first version of the system. To summarize, together these evaluations show that both the natural language speech interface of the first version and the more command-oriented interface of the second version provide high user experiences. It is also noteworthy that the resulting speech recognition interface for visually impaired users is quite different when compared to the version targeted for physically disabled users [Turunen et al. 2010], although they are based on the same baseline interface. This emphasizes the need to design for and work closely with the special user groups, and adapt the interface to their specific needs. Furthermore, since it is not possible to define common solutions suitable for even a single user group such as visually impaired people [Rice and Fels 2004], the interface must be highly customizable.

In comparison to conversational dialogue approaches presented in previous research (as discussed in Section 2), our speech interface is quite different. Although conversational applications can be very appealing for some users and usage situations, especially when combined with the recommendation features, here we wanted to focus on the efficient basic use of digital television. Typically, conversational systems produce quite lengthy dialogues, as demonstrated in the examples given in Cavazza et al. [1999] and Goto et al. [2003]. An interesting area for future work would be to combine the benefits of these approaches in an adaptive way. In particular, it would be interesting to have an adaptive
mixed-initiative interface, since this is usually the preferred speech interface style, and there is evidence that it would be preferred in this domain as well [Ibrahim and Johansson 2003]. Similarly, it would be interesting to combine our gesture interface with other novel interaction styles designed for this domain, such as tangible interfaces for controlling videos [Ferretti et al. 2008]. This would nicely complement our current work, in which we have expanded the MMC application with a RFID-based physical touch interface [Turunen et al. 2009a].

Concerning speech output, our experiences with MMC shows that mixing auditory channels, including broadcast audio content, synthesized user interface content, and synthesized subtitles, can be done in multiple ways, which all have their benefits and drawbacks. In our current implementation, all of these use the same auditory channel, that is, television speakers, and both synthesizers utilize the same voice. With mobile devices it is possible to provide spatial and voice quality separation between audio from television and speech by the system. This could help in the separation of auditory channels, and other people would not be disturbed as easily. However, this may cause disparity and another kind of disturbance. Similarly, while different user interface voices could help visually impaired people to separate the audio sources, this could lead to a really annoying user interface for other people in the same room. In the future, we will experiment with alternative options by allowing people to customize these audio sources, and see how they are used in the long run in real usage situations.

Our results concerning haptic feedback are somewhat mixed. Although they were very well received in the second version of the system, there is still room for improvement. Based on the results, it seems that a large variety of haptic feedback could be useful for blind people, but for partially sighted users and people with normal sight, different haptic icons are not easily recognizable, and may cause confusion. Again, a configurable haptic interface is needed, and only further experiments will show what kind of benefits we can get from different haptic patterns for users with severe visual impairment. Furthermore, since our haptic patterns included parallel auditory feedback, further studies are needed to find the right combination of haptic and auditory feedback channels in this context.

The different evaluations of the MMC application were carried out using the SUXES method [Turunen et al. 2009c], which was designed for iterative user centered development, as demonstrated by MMC. Since SUXES indicates what the strong features of the application are, and where further development efforts are needed, we were able to focus our efforts on the right areas. In our future work, it will be interesting to see how well we can capture further user experiences in the home domain. Here, we are essentially dealing with strict task-based interfaces that are used for entertainment, whereby overall user experience has multiple dimensions. The question is how we can understand the effects of the different dimensions. We believe that some answers can be gained by broadening our viewpoint. Hassenzahl [2004] identifies two independent dimensions of product quality: pragmatic quality and hedonic quality. Jetter and Gerken [2006] have further developed Hassenzahl's model.
and introduced the user-product-relationship, which includes traditional usability, functionality, hedonic quality, and underlying user values. In our study, it is obvious that for the most part the user benefit from the system is functional: they can control television more fluently and quickly; functionality and “cognitive” usability still override hedonic factors. Yet, we noticed that once the system becomes stable enough for basic use and more functions are introduced, use becomes hedonically motivated also: the speech interface allows persons to live more independently, improves their abilities and feelings of equality, and creates pleasure through success. Our current efforts to further address other dimensions of evaluation are given in Turunen et al. [2009a].

Another interesting area for future evaluation concerns multiple users and the resulting social context. In this domain, users are quite often with other people. We simply cannot assume that people consume media alone, and when accessibility features are introduced, they need to fit in the overall social context. A representative example can be seen in one of our evaluations, where one participant’s spouse expressed annoyance with the sound of the speech synthesizer. Although there are technical solutions available for such cases, as discussed previously, they could change the overall social context quite dramatically. In our future work, the social dimensions of the user experience will be among the key factors.

In our future plans for the MMC system, we have two main strategies. First, we are planning to release the baseline system to the general public to collect feedback and usage statistics from a large number of actual home users. When combined with online evaluation tools, such as those in development for use with the SUXES-method [Turunen et al. 2009c], enables us to construct true Living Laboratory environments. Second, we are studying how the MMC prototype developed for visually impaired people could be turned into a real product for visually impaired users. Negotiations to provide such a product based on the current MMC for the visually impaired users in Finland are in progress.
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Abstract. We introduce a haptic user interface to aid driving and rod positioning in surface drill rigs, and report results from a laboratory evaluation carried out for the implemented prototype. Based on the results, we suggest how haptic interface should be implemented for such situations.

Keywords: haptic feedback, work machines, UX.

1 Introduction

When using working machines, the user’s visual attention is commonly focused on the working activity and the object that is being worked on. It is both cognitively demanding and distracting to constantly shift the gaze between the main activity and different displays or meters. Haptic interaction offers many advantages in environments where the sight is already committed to the main working task. It is natural for a human to simultaneously receive both visual and haptic information, and they are processed in the human nervous system in parallel [1]. This gives an excellent starting point for investigating the potential use of haptic feedback while controlling working machines.

Here, we introduce a haptic user interface to aid driving and rod positioning in surface drill rigs. We present results from a laboratory evaluation carried out for the implemented prototype. The rest of the article is structured as follows. First, we describe the evaluated prototype shortly. Then, we explain the evaluation in detail. Finally, we present the results and suggest how haptics can be used in these settings.

2 Tactile Support for a Surface Drill Rig

A surface drill rig is used for blast hole drilling in quarrying, civil engineering and mining. In our target rig, the user is controlling the driving and the drill rod positioning with four joysticks, two for both hands. For studying the use of haptics in this equipment, we supplied two joysticks for right hand with vibrating motors to produce tactile feedback for the user. See Fig. 1 for an example drill rig simulator, which was used in the development and evaluation.
Based on careful studies of the target environment, two separate functions were chosen for tactile feedback: driving the rig and positioning the drill rod to correct position and angle. While driving, if the inclination of the rig becomes too steep, there is a danger of the rig falling over, and warning feedback is given to the driving joystick (Fig. 2). Amplitude and frequency of the feedback increases when the inclination angle is approaching fall over limit. Also if the crawler oscillation lock was left on during driving by mistake, warning feedback is given to driving joystick.

For aiding positioning the drill rod, tactile feedback is used in the rod moving joystick. Short pulses are given when the rod is in the proximity of the drilling hole point and intensity, both with amplitude and frequency, is increased when rod is approaching the exact position (positioning feedback A, see Fig. 3). In correct position feedback is ceased to inform about successful positioning and not to disturb the drilling. We also implemented the opposite feedback sequence for the rod positioning – feedback intensity started stronger and decreased while approaching the correct point to extinguish completely in the correct position (positioning feedback B).

For practical reasons, the implementation was done on a rig simulator. The simulator software was instrumented to send events for feedback in predefined situations through network connection. Every event has a parameter, like a distance or an angle, for altering feedback based on the parameter. Separate tactile feedback software was developed to listen for these events and activate the needed vibrating motors based on the events. The tactile feedback software is run on the simulator computer.
3 Evaluation

In order to evaluate the haptic interface we conducted a laboratory experiment focusing on user subjective metrics. Next we describe the evaluation in detail.

3.1 Participants

After an extensive search of representative test users we were able to get five participants. All participants were male and aged from 29 to 50 years, median being 43 years. Two of the participants were drill masters, two of them worked in product development and one was in charge of the training simulator. Years elapsed since the first use of a real drill rig ranged from 2 to 30, median value being 15 years. None of the participants estimated they used a real drill rig as often as daily or weekly. The use of a drill rig simulator was estimated to be more frequent compared to the real drill rig: one participant uses a drill rig simulator daily, one weekly, one monthly and two yearly. Using vibration or other haptic feedback in applications, e.g. force feedback in game console controllers, was rare among the participants: only one participant estimated he uses haptic feedback in applications daily, one yearly and even three participants said they do not use haptic feedback in applications at all.

3.2 Procedure

The procedure of the test consisted of web-based questionnaires, the actual experiment and interviews. Before the test, participants were asked to fill in a background information form to find out their experience on a real drill rig, a drill rig simulator and haptic feedback in general. Then the participants were asked to fill in an expectation questionnaire concerning their expectations on speed, pleasantness, usefulness and future use of haptic feedback in a drill rig. Asking the expectations is described in Section 3.3 in more detail. Before starting the actual experiment the participants were asked whether they have expectations or anything to comment before continuing.

The actual experiment consisted of four different tasks. First, there was a driving task where the participant had to drive the rig to a route that was visible from the pre-defined starting point. During this task three events produced feedback: oscillation locked while tramming and both carrier roll and tilt angle. In order to trigger the oscillation locked event the oscillation was manually locked by test administrators before the task and the participant had to unlock it to stop the feedback. Carrier roll and tilt angle events were triggered automatically during the task because an uneven enough terrain was selected for the task.
After the driving task, a pre-defined drilling scenario was loaded and the participant was asked to drill the five holes that were indicated by red spots on the terrain. This time no haptic feedback was given to the participant from positioning the drill rod. Next, the scenario was reloaded and the participant was again asked to drill the five holes. During this task positioning feedback A was given as a result of triggering the positioning events.

After the task with positioning feedback A, the participant was asked about his experiences on speed, pleasantness, usefulness and future use of haptic feedback in a drill rig. As asking expectations, gathering experiences is also explained in Section 3.3 more specifically. After the experience questionnaire, the participant was interviewed verbally with a few questions related to the haptic feedback so far in the test. The complete questions can be found in Section 3.3.

The drilling scenario was still once reloaded and the participant was asked to drill the same row of five holes. During this third drilling task positioning feedback B was given to the participant. Finally, the participant was interviewed with a few summarizing questions (see Section 3.3).

3.3 Subjective Evaluation Method

Expectations and Experiences. Our main focus was on subjective evaluation of the haptic interface. We used a subjective evaluation metric called SUXES [2] to gather subjective data on both user expectations and experiences. In practice, we asked the users’ pre-test expectations and post-test experiences of haptic feedback in a drill rig when considering speed, pleasantness, usefulness and future use.

Before the usage of the application participants give their expected values on a set of statements. The statements concern different qualities or properties of the modality, application or interaction. A statement can be for example “using the application is easy to learn” or like in this study “haptic feedback is pleasant”. Each statement is given two values: an acceptable level and a desired level. The acceptable level means the lowest acceptable quality level, while the desired level is the uppermost level, i.e., the user considers there is no point to go beyond it. After the test, participants give their perceived value on each statement, which are exactly the same as before the test. This time the participants mark only one value, their experienced level of the quality. Finally, the two expectation values, acceptable and desired level, form a gap, where the experienced value, perceived level, is expected to be usually. The answers are normally given on a seven step scale, as was the case in this study as well.

Here, we used four SUXES statements concerning haptic feedback in a drill rig: (1) Haptic feedback is fast, (2) Haptic feedback is pleasant, (3) Haptic feedback is useful, and (4) I would use haptic feedback in the future.

Interviews. There were two interviews: a short interview after the main part of the test and a summarizing interview or discussion at the end of the test. After the main part of the test including driving task, drilling task without positioning feedback and drilling task with positioning feedback A, the participant was asked: (1) From which functions or events haptic feedback was given? (2) How useful do you feel haptic
feedback related to these functions or events? (3) What kind of feelings do you have about haptic feedback at the moment? (4) Did the haptic feedback reduce the need to look at the simulator’s screen? (5) Was the haptic feedback annoying? (6) Should the haptic feedback be modified somehow? How?

The questions in the interview after the drilling task with positioning feedback B were: (1) Which one of the positioning feedbacks was better? Why? (2) How could the haptic feedbacks be developed? (3) In what other situations they could be used? (4) Do you have other comments/ideas?

4 Results

The results from the SUXES questionnaires can be seen in Fig. 4. First noteworthy finding is that expectations were quite high and consistent in all expect the future use case, which represents more typical situations. These high expectations were met clearly only in the future use statement, and just barely on the speed statement. On two other statements, pleasantness and usefulness, the median experienced levels were not in the range of median expectations.

![Fig. 4. Expectations (grey areas) and experiences (black squares) of haptic feedback (HF) in a drill rig simulator. (Values are medians, n=5.)](image)

Overall, the lowest acceptable level reported concerning speed was 4, and only one participant perceived the haptic feedback to be slower than this. However, the high desired levels (6–7) on speed were not perceived by anyone. The participants did not find haptic feedback useful, and the perceived level reached a modest median of 3, obviously not meeting the expectations. In fact, even the acceptable level was perceived only by one participant. Although pleasantness as a median did not meet the expectations, it reached the desired level of one and even surpassed the desired level of another participant. Despite the rather negative results on pleasantness and usefulness, the future use shows a positive attitude towards haptic feedback in this context, i.e., people still believe in haptic feedback on this domain. The comments from the participants explain better the possible reasons behind these results.

Based on the interview results, the participants were mostly able to connect the feedback to correct parts of the drill rig. However, they had trouble identifying the exact events that triggered the feedbacks, and e.g., the differences between positioning feedback A and B remained unclear to most. The participants stated that it would have been better if they had known the meanings of the feedbacks. One participant
thought the carrier roll and tilt angle feedbacks were related to bumping into something. The usefulness of these feedbacks was also questioned in the light of operating a real drill rig: one would notice if such a heavy machine would incline dangerously. On the other hand, it was stated that the warning feedback may give a feeling of touch while operating on a simulator, especially considering inexperienced users, who are still in the training phase and therefore may not be as aware of the real-life situations. Some participants also told that there is nothing wrong with warning of dangerous situations as long as the feedbacks are clear enough, and there are not feedbacks triggered constantly.

The participants clearly stated that the haptic feedbacks used in this study did not reduce the need to look at the control screen. However, a few of them acknowledged that over time this would be possible, and especially if the events would be chosen better. Overall the participants had a relatively positive attitude towards haptic feedback, but it was stressed throughout the discussions, that the correct and most beneficial events should be found in order to gain true usefulness.

5 Discussion and Conclusions

We have presented a carefully designed and evaluated haptic interface for drill rigs. Despite our precise development efforts, the results show that it is extremely challenging to create well received haptic feedback in a context where there may be several simultaneous events and functions that the user has to pay attention to. The main reason for the results is that haptic feedback could not provide significant additional value for experienced users familiar with the graphical components of the rig. Therefore, adding a haptic interface for such an environment is not enough to meet their high hopes. Instead, the whole interface should be designed to support additional modalities, such as haptics. Here, proactive behavior (predicting forthcoming situations) is more important than reactive behavior (occurred or sure situations).
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Abstract
Persons with intellectual disabilities benefit from participating in the modern information society, especially the World Wide Web, social media and Internet-mediated communication services. Although several computer-based prototypes and commercial systems have been introduced for accessible in-person communication, currently few applications and services exist to support synchronous remote communication for this user group. We introduce SymbolChat, a software platform that supports the creation of multimodal communication applications utilizing picture-based instant messaging. End users and their support personnel can customize the input and output features of the application based on their individual needs and abilities. The interaction is based on touchscreen input and speech output using speech synthesis technology. The SymbolChat platform was developed together with the prospective end users and practitioners in the field of special needs care.

We evaluated the prototype application in a field study with nine users with varying degrees of intellectual and other disabilities. The results clearly indicate that the participants were able to express themselves in spontaneous communication using a large-scale picture-based vocabulary (around 2000 symbols) even without prior training in the use of symbols. This finding was supported in the constructive feedback gathered from professionals working in the area. We also successfully applied methodology from other settings, such as child-computer interaction to evaluate interaction in this challenging context.

Overall, the results show that social inclusion for people with intellectual disabilities can be improved with customizable communication tools. The implemented communication platform forms a solid basis for further improvements and new communication services. In addition, we found that users with motor impairments would greatly benefit from alternative input and output methods for symbol browsing and selection.

© 2012 British Informatics Society Limited. All rights reserved.

1. Introduction

Advances in assistive and personal technologies can increase the level of independence and social connectedness for persons with cognitive disabilities (Dawe, 2006), and people around persons with cognitive disabilities usually like to maximize the inclusion for these individuals (Davies et al., 2001). Further, enabling communication may have a huge positive effect on the quality of life of the people with cognitive disabilities. According to Newell et al. (2002), communication and information technology systems have great potential to enhance the quality of life for people with cognitive disabilities by helping to keep them intellectually and physically active, and by providing methods of communication that reduce social isolation. The ability to independently use the Internet could also help expand participation in recreational social activities, which are currently hindered by issues ranging from transportation problems to limited social skills (Davies et al., 2001).

People with cognitive disabilities are a large and diverse user group. It is estimated that there are more than 20 million people in America with cognitive disabilities, with more than four million classified as having intellectual or developmental disabilities (Braddock et al., 2004). Cognitive disability affects one’s capacity to think, from conceptualizing to remembering and understanding written text. Cognitive disabilities include intellectual disabilities, as well as impairments caused by brain injury, degenerative diseases and persistent mental illness. This poses challenges and limitations for interpersonal communication that does not rely...
on speech or other expressive methods such sign language, as access to textual information is difficult (Lewis, 2005), and often the use of symbols (i.e., graphic representations of objects, actions and concepts) is the only possible means of written communication (Poulson and Nicolle, 2004). This picture-based communication can take many forms, from selecting pictures using personalized picture folders to using specialized communication devices or computer software. Although the severity of cognitive and learning disability varies by person, there are estimates that approximately half the population with speech and language or cognitive disorders make use or could benefit from symbols or symbol-related text, which in the European Union entails between 2 and 5 million people. People with communication impairments also have in many cases limitations with mobility and sensory capability, such as hearing and vision, and therefore need adaptations to access communication aids and computer-based communication tools (Poulson and Nicolle, 2004).

While commercial applications and devices exist for picture-based communication, their adoption is not unproblematic. One specific problem is fragmentation caused by multiple specific tools intended for different purposes. Hayes et al. (2010) report a need for flexible, customizable visual communication tools that could be used for a variety of activities. Ideally, such a tool could be used to learn the basics of picture-based communication with the assistance of a language therapist, to communicate during classroom activity, and for remote communication outside of the classroom. Another practical consideration is the cost and expertise requirements of the commercial communications devices, which puts them outside the reach of many potential users. Additionally, in discussions with caregivers, we learnt that people with cognitive disabilities also face challenges in the use of commodity communication software, such as current instant messaging clients, mainly due to their complexity.

It should be noted that completely independent interaction might not be suitable for all users and applications, as technology cannot completely replace human caregivers (Fischer and Sullivan, 2002). Tradeoffs between independent use and caregiver-led assistance and tailoring of the applications for each user’s needs have been design goals for other pictogram-based communication systems (Hayes et al., 2010; Keating, 2006). Learning to use such systems is a gradual process that involves repeated practice to overcome the impairments in memory and retention. The role of caregivers is essential in fostering the learning process, and the system should be adaptable enough so that it can grow with the users as their skills evolve. Adaptability also provides benefits beyond immediate usability, such as long-term financial, social and education benefits, because the person with cognitive disabilities can focus on the primary activities instead of expending time in learning new interfaces (Patel et al., 2004).

In summary, there is an acute need for picture-based communication interfaces that enable social contact for people with cognitive disabilities, and these interfaces should provide ease of use, configuration, and flexibility in different situations for users with differing abilities. This article presents our work with a multimodal picture-based communication platform called SymbolChat, which successfully addresses many of these issues. We report results from the user-centered participatory design process and discuss the findings from a field evaluation of the interface carried out with prospective end-users. The result of our work is a novel, highly configurable platform for realizing further communication applications for people with intellectual disabilities. Furthermore, we present new evaluation methodology for this challenging domain.

The rest of the article is organized as follows. We begin with a review of existing work and outline design and evaluation considerations. Next, we introduce the SymbolChat application. We then report the results from our field study, and conclude by discussing the implications of our findings, and provide suggestions for future work.

2. Related work

In the following we review previous research on enabling communication for people with cognitive disabilities through augmentative and alternative communication (AAC) tools that enable face-to-face communication with the aid of a computer, and Internet-based computer-mediated communication systems (December, 1996) that provide AAC-like features, such as picture-based communication. In general terms, assistive technology is a term that describes devices and applications that are intended to assist people with various disabilities, from physical device such as wheelchairs to special computer software such as screen readers (Dawe, 2006). More specifically, augmentative and alternative communication refers to forms of communication other than regular spoken communication between humans. These include unaided systems, such as facial body language, gestures and sign language, and aided communication systems that include both non-electronic communication such as communication books, and electronic communication aids that allow the user to select symbols, letters and words to create messages (American Speech-Language-Hearing Association, 2011). Picture-based communication systems are a form of AAC technology that is based on the use of graphics, such as drawings, pictograms and symbols. The degree to which the system resembles a written language varies, from symbol collections such as Picture Communication Symbols (2012) or Widgit Symbols (2012) to symbolic languages with their own grammar such as Blissymbol (2012). In the context of computer-mediated communication, AAC tools enable communication over computer networks, such as the Internet or local area network.

Several systems, both research prototypes and commercial products, have been developed for facilitating picture-based communication both in the context of face-to-face AAC and for networked communication. It should be noted that in the following this distinction is made based on the intended purpose of the communication tools. As such, adding networked communication facilities to picture-based tools intended for local communication would enable also remote communication, however undoubtedly also the interaction paradigms would require re-design (e.g., establishing a feedback channel from other conversation partners).

2.1. Picture-based communication in AAC tools

Image-Oriented Communication Aid (Patel et al., 2004) is a communication interface intended for preliterate users with speech and motor impairments, whose cognitive and linguistic abilities show promise for future expressive communication ability but are currently in need of image-based communication support. The interface uses the Widgit symbol set (Widgit Symbols, 2012) and is utilized on a touchscreen tablet computer, although also other input methods such as mouse can be used and the system adapted for alternative input methods for users with motor control disabilities. The premise behind the two-dimensional, spatially organized message construction is the difficulties AAC users have with the prevailing linear style of concatenating syntactic units. The authors’ argument is that a spatially organized image has the ability to express semantic relationships between words and concepts that can be lost in linear organization of text. An important highlight is the need for tradeoffs between the size of the vocabulary and cognitive demands placed on the user due to search, navigation and attentive load. The authors also discuss the need for scalability with
changing needs and developing abilities, for example in terms of symbol complexity, vocabulary size and communicative functions.

Motocos are augmentative communication devices for visual communication (Hayes et al., 2010). Designed for children with autism spectrum disorders (ASDs), its use is based on a communication strategy of image exchange, whereby children initiate the communication by choosing images or respond to images sent by others. Their prototype was implemented on a mobile device with a touchscreen, with an associated computer application for managing the image library on the device. The device contained a library of preinstalled cards and the caregivers were able to add custom cards. The cards could be associated with an audio cue, either recorded with a microphone or read out loud with the onboard speech synthesizer. The system was designed for flexibility of communication, either in structured communication settings during learning activities or for use in spontaneous communication. Key findings in their study were the importance of customization for the abilities and skill level of the individual child, ease of finding the appropriate image to express the desired concept and the need for support for end-user creation, sharing and organization of the materials by the caregivers.

PhotoTalk (Allen et al., 2008) is a mobile application for people with aphasia that enables capturing and managing digital photographs in support of face-to-face communication. It supports communication by allowing users to capture and share personally meaningful photographs with their communication partners, which allows for types of communication that would otherwise be difficult or impossible due to aphasia. Their findings also highlight the need for customization in this context, such as the ability to change the size of user interface elements and screen sensitivity, and manage the display settings of photo captions. They conclude that many of the attributes of PhotoTalk encourage adoption, including its relative simplicity and the provision of increased independence and social interaction.

Picture Planner™ (Keating, 2006) is an icon-driven activity-scheduling tool for people with cognitive disabilities and their assistants. Although not primarily a communication tool, it contains many communicative features such as the option to use personal images as prompts. It aims to enable independent use by individuals with limited reading ability while also enabling assistance from caregivers. This is facilitated by tri-modal icons that consist of an image, label and text-to-speech (TTS) functionality, uncluttered screen design, an interaction model that avoids double-clicking and a dedicated button for repeating the last spoken text string. The findings from a user study suggest that users with significant cognitive disabilities can potentially benefit from such applications with minimal instructions, provided that they are designed with cognitive impairments in mind. Increased independent use may also be possible over time.

In addition to research prototypes, several AAC software and devices exist that allow the user to communicate either by typing or through image-based message construction. A representative example is the DynaVox family of devices (DynaVox, 2012) by Mayer-Johnson that incorporate the InterAACt language framework, which is a customizable suite of communication tools for users with various ability levels from emergent communicators to people with strong literacy skills. While the basic devices are intended to enable face-to-face communication through symbol selection and text-to-speech output, the more advanced devices also allow for the use of Web, email and text messaging for Internet-based information access and communication. Although such tools are highly customizable and applicable to the needs of the target audience, their cost can be prohibitive to adoption. According to practitioner feedback, a real need exists for low-cost solutions that could be used on existing infrastructure such as laptops or tablet devices with touchscreens.

2.2. Picture-based computer-mediated communication

In addition to systems enabling face-to-face communication in co-located settings, applications exist for symbol-based remote communication. The Messenger Visual (Tuset et al., 2011) instant messaging service is a very similar system to the SymbolChat framework presented in this article. It allows people to exchange pictogram-based messages in real time across the Internet. The user interface is modeled as a simplified instant messaging discussion window that also provides access to pictogram categories and the most frequent pictograms appearing in the discussions. The findings from their user study with people with cognitive disabilities show that the participants are able to communicate with the service and find it both interesting and entertaining. Development issues affecting future adoption were also uncovered, such as status notifications from the communication partner, and support for more varied input and output methods such as pictogram-to-speech. The main differences to our approach are the lack of alternative input and output methods (e.g., text-to-speech and touchscreen).

Communicator (Takasaki and Mori, 2007) is pictogram-based communication software designed and developed for intercultural collaboration between children in the Internet through email. The software contains 450 pictograms, designed by community volunteers. An interesting feature in the software is its translation function that displays the messages using both the recipient and sender’s pictograms. Although valuable in communication between users of different spoken languages, this kind of translation is something that should be considered also between differing pictogram sets within the same language. The Communicator message construction panel differs from many other AAC tools in that it allows for free placement of the pictograms on a canvas like message pane. Such a free-form composition style could be useful also as an expressive method in the context of pre-literate users with cognitive disabilities.

The Pictograph Chat Communicator III (Munemori et al., 2010) is another pictogram-based communication tool for cross-cultural communication between people who do not share the same spoken language. It contains approximately 500 symbols organized into eight tabs according to function, such as subjects and question words, verbs, adjectives, nouns, alphabets and time. The user interface is organized similarly to ours with messages being constructed by selecting them from a grid of available symbols in an instant messaging-like interface. Although the recognition rates for symbols were high (over 90%), the subjective feedback suggests some areas for improvement also relevant for users with cognitive disabilities such as improving the ease of constructing sentences using the symbols, finding appropriate symbols to use and personalizing the symbol collection.

Zlango (2012) is a commercial Web and mobile service for icon-based messaging that allows users to generate icon based messages that can be shared on the Web, email and on social media sites such as blogs. It utilizes its own logographic writing system consisting of several hundred icons. Although the main target group of the service is not people with cognitive disabilities, it is to our knowledge one of few purely image-based commercial Web-based communication services. An interface developed expressly accounting for the needs of people with cognitive disabilities could allow for equal participation between users with varying abilities in such a context.

2.3. Implications for the SymbolChat platform

A review of existing systems and research prototypes established several design criteria that our computer-mediated communication platform should address, including flexibility, possibility
to use multiple input and output modalities and inclusion of multimodal presentation methods. Flexibility in this context has two key properties: flexibility through personalization of the application interface, and adaptability of the communicative content. Overall, flexibility and customizability for different users and usage situations appears to be a key concern in addressing different communication needs and abilities. The system should provide a high degree of choice in modifying both the interface (e.g. size of text, images, input/output methods) and the symbols that are used for communication. For this, their caregivers should have easy-to-use tools that allow them to personalize the content based on individual needs. In terms of non-standard inputs, touchscreen input was commonly used in these existing systems to facilitate interaction for users with motor control impairments. Audio, as recorded cues or text-to-speech synthesis, is used or suggested as a supporting modality for text and symbols. Finally, perhaps the most important design goals are simplicity and clarity of both the interface and interaction design, so that the users with cognitive disability are able to construct, understand and respond to communicative messages as easily as possible.

3. Designing for cognitive disability

3.1. Design guidelines

Designing interfaces to account for cognitive disability is a multifaceted process. General guidelines developed in different application domains can be adopted to provide a general level of cognitive accessibility in the application (Jiwani, 2012; Robertson and Hix, 2002; Sutcliffe et al., 2003). Robertson and Hix (2002) suggest general user interaction design guidelines for computer applications, which include guidelines based on physical, mental and psychosocial considerations. While underlining the need for simplicity, clarity and use of familiar, real life metaphors, they also highlight the need for the computer use to be a shared activity for the target population, rather than a stand-alone, computer-assisted instructional tool. Sutcliffe et al. (2003) note that problems with working memory can impair the understanding of screen information and recall of the current task context. This should be accounted for in design, for example by using simplified screen layouts and system initiatives to remind of and help recapture the task context and provide visible systems status information. Jiwani (2012) proposes a set of guidelines for designing inputs and outputs for cognitively accessible website that are generic enough to be also applicable in the context of communication applications. For input, the sequences of actions should be simplified and available choices limited when practical, and direct selection techniques favored to support simple, time-independent actions. The input features should remain consistent throughout the application, and pictographic symbols should be used to help the user communicate, ask questions and answer them. For output, uncluttered screens with adjustable display image size should be offered, with appropriate labeling for icons, with combined use of pictures and audio prompts for navigation, and in general multisensory presentation of feedback information. The potential of speech has also been noted in other studies (Braddock et al., 2004; Feng et al., 2010). Feng et al. (2010) found that speech recognition may alleviate frustrations with keyboard usage and speech output may help address cognitive limitations, although its effectiveness may be limited by other disabilities.

3.2. Involving users with cognitive disabilities in the design process

One of the tenets of user-centered design is the inclusion of potential end-users in the development process. Development in real usage situations with real users is essential when designing for persons with disabilities (Fischer and Sullivan, 2002). There are specific challenges in including people with disabilities in the design process, including difficulties in obtaining informed consent, inability to communicate their thoughts, and very specialized or unknown requirements between individuals and user groups (Newell and Gregor, 2000). However, the variety and severity of each individual’s disabilities affect how the application is used, and which input and output methods are most appropriate. Due to this individuality, one major challenge in designing for users with cognitive disability is the generalizability of the results beyond the specific users involved in the research. Moffatt et al. (2006) note that there exists a tension between satisfying the immediate needs of the users and identifying results that could be generalized towards longer-term research goals. They suggest a “designing in the small, testing in the large” approach. Researchers work with a small number of users initially in order to design a system that is targeted to their needs. Subsequently they evaluate the system with a broader group of users to identify the features of the system that can be generalized and those that need to be customized for each individual. We adopted this approach in our work and based the design on feedback from a relative small group of representatives from the community before evaluating with a diverse set of end-users.

Another challenge that is unique to this domain is the role of the caregivers who often are used as representatives to gather user needs and expectations due to problems with gaining feedback directly from the target population (Allen et al., 2008). The inclusion of these domain experts presents its own requirements to the design process in terms of the role they play – be it the role of a researcher, a community liaison or representative of the target users. In this work domain experts were involved in all three roles, sometimes with one expert playing multiple roles. One member of the core research team is an assistive care professional and undertook activities in all three roles, while other domain experts were involved in various stages of the project, especially during evaluation. This increased the workload of the domain expert in the research team, as she was responsible for coordinating the collaborative effort between local representatives and the research team.

3.3. Evaluation challenges

Evaluating interactive systems with representatives from the end user is especially critical when it comes to people with cognitive disabilities. These users are more likely to encounter real barriers to their use from design issues that incur increased mental processing, which might merely be annoyances or non-issues to users without disabilities. However, evaluating the usability and accessibility of technology and interfaces intended for people with cognitive disabilities is challenging due to many factors and other studies highlight the lack of evaluation research with users challenged by cognitive impairments (Lewis, 2005; Sutcliffe et al., 2003). The use of expert evaluations and analytical methods such as cognitive walkthrough is complicated by insufficient understanding of cognitive processing by people with intellectual disabilities (Lewis, 2005). On the other hand, limitations with participants’ self-expression and literacy skills make it hard to employ traditional usability evaluation methods that include e.g. a task-based protocol and a think-aloud (Lepistö and Ovaska, 2004). Interviewing participants with cognitive disabilities also requires special consideration (Lepistö and Ovaska, 2004), from using clear, simple language to understanding the participant’s personal characteristics in order to interpret the responses.

Given the challenges with traditional usability testing, combinations of other observation-based methods have been suggested. Lepistö and Ovaska (2004) utilized informal walkthrough (Rilhiaho, 2009) in their evaluation of an Internet-based learning
environment. Informal walkthrough combines features from usability testing, observation and interviews. The key difference to traditional usability testing is the replacement of pre-defined test tasks with a session where the participant uses the system freely. The developers of the method suggest (Riihiaho, 2009) that in some contexts the setting will be more natural if a pair or group of users explores the system at the same time. When evaluating with users with moderate to severe cognitive disabilities, the presence of the participant’s caregiver or teacher is required. The researcher uses a checklist of features the participants should cover and can use it to e.g. prompt the participant about features that were not used or the participant had problems accessing. The expected results describe realistically how easy it is to learn to use the system, which features are easy to find, used first and desired. The findings from using informal walkthrough with participants with cognitive disabilities echo the above, suggesting that the method is effective in showing which parts of the application interest the participants most.

4. The SymbolChat application

In the following we describe the SymbolChat application, including its design process, user interface, interaction models, the utilized symbol set and implementation.

4.1. Design process

The SymbolChat application is the result of a collaborative effort between practitioners in the field of special needs care and research partners from academia. From early on it was clear that best results would be achieved by engaging in participatory design whereby the prospective end users’ needs, context of use and activities form the basis for the design. The development process started at the end of 2009 with a user needs survey and a design workshop where the different stakeholders were able to communicate their expectations and needs for the project. As a result, a set of personas and scenarios were constructed for use in the wider project context and a number of tangible project ideas were identified.

Using the constructed personas and scenarios as a starting point, we began the design work on the symbol-based remote communication concept, with the first half of 2010 spent on designing and implementing the SymbolChat prototype in collaboration with representatives from the AAC community. During the spring and summer of 2010 the initial versions of the prototype were evaluated in small-scale studies with users with cognitive disabilities and their caregivers (Fig. 1). The findings from these studies were used to modify both the SymbolChat interface and the symbol set in preparation of the field trial, which was carried out in the fall of 2010.

The responsibilities within the project team were divided according to the expertise of the participating units. University of Tampere was responsible for the implementation of the communication prototype and assisting on the technical aspects of the evaluation. Rinnekoti Foundation provided the expertise on special needs of people with cognitive disabilities and alternative and augmentative communication, as well as facilities and personnel support to carry out the evaluations. Laurea University of Applied Sciences focused on the field study and evaluation efforts.

4.2. Client user interface

The SymbolChat user interface (see Fig. 2 for an English translated version) is organized into three main sections: (1) the message history view, (2) the symbol input view and (3) the symbol category view. The message history view (area 1) shows the messages sent by the user and messages received from other users, according to the output method selected by the user (symbols or text). A list of discussion participants and their pictures is shown to the extreme left of the view. Each message is read out loud using Text-To-Speech (if enabled), and the user is able to replay the message using a dedicated button prefixing each message. The symbol input view (area 2) provides functionality for composing, previewing and sending of messages. As the user selects symbols, they are added into the message preview, which can be played back using text-to-speech (TTS). Symbols from received messages can be added into the current message by selecting them in the message history view. This feature was added as a result of the user study, as a means to more easily refer to concepts in the ongoing discussion. The symbols are distributed on several ‘pages’ if the category contains more symbols that can be fit on the available space, represented by the folder icons on top of the symbol grid.

The symbol category view (area 3) shows a list of available symbol categories. Selecting a category item shows a list of subcategories, or in case of a subcategory, updates the symbol input view accordingly. The topmost category selection is always available and acts as a link to a customized set of symbols (Quick Menu). Navigation to previous levels in the category hierarchy is possible using the Back button. The symbols and categories are better described in 4.4 Symbols.

The user interface scales automatically to different screen resolutions, however the layout is optimized for a high definition displays of 1920 × 1080 resolution, commonly found in touch screen enabled all-in-one computers currently on the market.

4.3. Interaction modalities

The SymbolChat client application supports multiple input and output interaction methods. The current reference implementation, as presented in Fig. 2, is designed for graphical symbols, speech output and touchscreen input on large displays. In addition, text output, mouse interaction, and keyboard input, depending on user’s preferences and abilities, can be used. Touch input was selected as the main input method since it provides a simple interaction paradigm accessible to users with limited computer skills (Holzinger, 2003). Another reason is the variance in motor skills among the target users. Users who are not able to accurately control a mouse pointer are potentially better able to activate the user interface controls using touch. Touch-based interaction was taken into account in the user interface design by enlarging the buttons and other interactive controls. The main output modalities are symbols and synthesized speech, but text output is also supported. The symbols also contain descriptive labels, primarily to facilitate the finding of symbols during assisted use.

Users are able to personalize their interaction style with the application. The input/output modality can be changed on the fly in the application settings. Additional settings are provided for controlling the text to speech functionality (e.g. speech synthesis rate) and size of both input and output symbols. This is particularly useful for users with motor skill deficiencies and for coping with varying display resolutions. The TTS functionality was judged during the design phase to be of critical importance to our cognitively impaired participants, in supporting their short-term memory and message recall. It also helps a person in learning (new) symbols, which is extremely important in social media settings, where people use different symbols, but also useful when people with different sets of symbols discuss.

4.4. Symbols

The SymbolChat application currently uses a set of Picture Communication Symbols (PCSs) by DynaVox Mayer-Johnson LLC. The
The basic set used in our evaluation consists of about 2100 symbols, which were selected by professional speech and other therapists at the Rinnekoti Foundation. The symbols were selected so that they would provide terms needed in versatile everyday communication. The symbol set includes also a few self-made symbols and pictures of places that are familiar to the test users. The best option would have been to use individually customized symbol set for each participant, but this was impossible as the participants were not actual users of symbols. Originally, the plan was to use three sets of symbols having different amount of symbols (2100 symbols being the largest set) in the evaluation. Due to lack of resources this could not be done, however, and the rather large amount of symbols was available for all participants. The symbols are divided into a Quick Menu category and seven main categories: People, Verbs, Nouns, Dining (dining-related nouns), Descriptives, Questions and Additional words. Further, each main category includes 0–11 subcategories. As can be seen in Fig. 2, the categories are distinguished also by color: the main categories have each their own color and the subcategories have the same color as their supercategory. Symbols in each category are given a binary priority value, with higher priority symbols being listed at the start of the symbol listing (see 4.2 Client user interface).
ever, only one participant (P7) used the Picture Communication Symbols. Most of our participants had some computer skills, as two of them used a computer daily and six weekly. The reported computer uses covered entertainment, productivity and learning, including listening to music, playing games, using the Internet and email, educational applications and word processing.

When it comes to recruiting participants and performing the evaluation, we found people with intellectual disabilities to be a challenging user population. First, it is not easy to recruit a large amount of participants, as the daily routines, activities and schedules need to be taken into account carefully and not be disturbed too much. Second, evaluations with special user groups concern many stakeholders, whose schedules and resources have to be considered and matched together as well. Third, due to various reasons, some of our recruited participants dropped out during the process – these included sudden changes in behavior or motivation, and scheduling and other practical issues. Taking all of this into account, our sample size is reasonable, and there were no feasible means to recruit more partners. This is an important factor which should be taken into on all studies with special user groups, since otherwise there will be less studies for these user groups.

5. Evaluation

A field evaluation of the SymbolChat prototype was carried out in September–October 2010 in the Finnish Capital Region in collaboration with the Rinnekoti Foundation and their partners.

5.1. Participants

Nine male participants aged 14–37 (median = 26 years) participated in the evaluation. Table 1 shows the background information of the participants, which include the disabilities and severity of disability on a scale of 1 = low, 2 = moderate, and 3 = high. As is quite common among this user population (Carvill, 2001; Emerson, 2003), many of the participants had also other disabilities in addition to or as a consequence of their developmental disability. One participant had no intellectual, but instead severe physical and speech disability. Six participants used only speech, utterances or single words for communication. Of the three participants that used additional communication methods, two used symbols. However, only one participant (P7) used the Picture Communication Symbols.

5.2. Methods

Data from the evaluation were collected using several complementary methods including interviewing, subjective feedback questionnaires, informal walkthroughs and observation. As a part of the project, we needed to adapt and create new evaluation methodology for this challenging user group.

5.2.1. Interviews and Smileyometer

During the interviews the caregivers were the primary contacts to the participants and were instructed to take into account the abilities of the participants they supported. For example, if a question seemed too abstract or difficult to understand for the participant, the caregiver could present it in a way he or she felt appropriate.

The questions were divided into two sets, general computer use and communication, and subjective experiences related to communication with the SymbolChat application. The general computer use questions were asked during the second evaluation session and they were:

- Do you communicate with your friends or family using a computer? Who would you like to communicate with using a computer?
- Would you like to communicate more with your friends and family?
- Would you like to communicate using a computer or do you prefer some other way?
- Is there something specially easy or hard in communicating currently?
- Is there something specially fun or unpleasant in communicating currently?
- Would you like to have some properties in your current communication tools that they do not have now?
- Are there properties that should definitely be there?

During the third and final evaluation session, experiences on the SymbolChat use were collected with the following open-ended questions. Once again the assistants carried out the interviewing and were allowed to modify the wording and terminology to ensure the participant understood the gist of the question.

- What was fun in the communication?
- What was unpleasant in the communication?
- What was hard in the communication?

Fig. 3. SymbolChat software architecture.
– What was easy in the communication?
– What properties the application should have had?
– What did you think about the pictures (symbols)?

In addition to the open questions, four disagree–agree-like questions were asked using Smileyometer (Read et al., 2002), which is an emotional Likert scale consisting of a number of smiley faces. It was originally developed for measuring children’s opinions on interfaces. As normal numerical Likert scales may be difficult to understand for people with intellectual disabilities (Huenerfauth et al., 2009), Smileyometer seemed like a useful alternative. Unlike in the original version, we did not use text labels below the smiley faces, because the participants cannot read. When asking the disagree–agree-like questions, the smiley face cards were put on the table in front of the participant following the order shown in Fig. 4.

After being presented the question verbally, the participants were asked to pick the card that best expressed their feelings. The questions answered in this way were:

– Was the communication fast?
– Was the communication fun?
– Was the communication hard?
– Would you like to communicate this way again?

We constructed the smiley face cards from black cardboard, sized 10 × 10 cm, to which hand drawn smiley faces were attached (Fig. 4). The scale represented by the cards ranged from “extremely sad” to “extremely happy”.

5.2.2. User expectations and experiences

One of the key aspects in the area of novel interactive systems is to study what people expect from the interaction and how these expectations are met when using the system. We adopted the SUXES (Turunen et al., 2009) method, which is designed to measure the subjective user experience of multimodal interaction. With SUXES, users are asked to report their pre-test expectations prior to using the system and post-test perceptions based on actual usage. Before using the application, users state their expectations on a set of statements. After using the application, users provide their experienced value for each statement. The statements concern different qualities or properties of the input/output modalities, application or interaction styles. A statement could be: “It will be easy to learn to use the application”. For expectations, each statement is answered by providing two values: an acceptable level and a desired level. The acceptable level corresponds to the lowest level the user would be satisfied with, while the desired level is the uppermost level, i.e., the user considers there is no point to go beyond it. When reporting experiences, users mark only one value, the experienced level. The two expectation values form a gap, where the experienced level is expected to lie in most cases.

As the participants in our study had cognitive disabilities that limit their ability to evaluate the statements, we modified the SUXES methodology to account for this. Instead of directly engaging the participants, we asked their therapists and support persons to fill in questionnaires, while keeping in mind the abilities, personality and needs of the particular participant. The primary reason was that deciding on expectations could in some cases be very abstract and therefore too challenging for people with intellectual disabilities. We also simplified the collection of expectations to only include one value, which in this case corresponds to the desired level. We felt this would be an acceptable compromise between fidelity and reliability of the gathered data, given the inherent difficulty of reporting expectations on behalf of another person. In this case the distinction between acceptable and desired levels, while useful, would not have been reliable enough the data was collected through a proxy.

The following SUXES statements targeted both the expectations and experiences, and they were answered using a seven-step scale ranging from low (1) to high (7) level:

– Using the SC is fast.
– Using the SC is pleasant.
– Using the SC is clear.
– Using the SC is error-free.

Table 1
Participants' background information. The numbers related to disabilities represent the severity: 1 = low, 2 = moderate, 3 = high.

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>26</td>
<td>33</td>
<td>22</td>
<td>37</td>
<td>37</td>
<td>15</td>
<td>14</td>
<td>29</td>
<td>20</td>
</tr>
<tr>
<td>Intellectual disability</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Physical disability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visual impairment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hearing disability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speech disability</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavior disorder</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Autistic spectrum disorder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication with other people</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speech, utterances or single words</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gestures or facial expressions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symbol language</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical communication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication binder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. Smiley face cards based on the Smileyometer.
- The SC functions in an error-free manner.
- It is easy to learn to use the SC.
- Using the SC is natural.
- The SC is useful.
- I would like to use the SC in the future.

5.2.3. Informal walkthrough

In the second and third evaluation day informal walkthrough (Riihiaho, 2009) was used to observe and record the use of the application. We chose it as the principal observation method due to the positive experiences gained when applying it in a similar context (Lepistö and Ovaska, 2004). We emphasized the observation of discoverability of various features such as symbol categories and message previews and whether the features were used without assistance, with the possibility to ask clarifying questions when needed. As Lepistö and Ovaska (2004) suggest, studying first time use would be challenging with this user group due to problems with learning and attentiveness. As such, we decided to start using the informal walkthrough on the second day, after the participants had acquired some experience with the system, and also with the knowledge that they would need a lot of help during the study in order to use the various functions in the application. Thus, the primary focus was on the learning process of the core functionality. Before the evaluation we listed all the functions from the SymbolChat application to build the observation checklist. Researchers used the checklist to document all the features that were used, whether the feature was used correctly and whether the participants needed any help in using the features.

5.3. Evaluation procedure

The evaluation consisted of four three-session evaluation weeks. Each week a group of two to three participants used the SymbolChat to communicate with each other. Every session lasted from one to one and a half hours, and they were held on separate days, to avoid fatiguing the participants and disrupting their daily schedules. The evaluation sessions were held in classrooms (groups 1 and 3) and in participants’ homes or assisted living facilities (groups 2 and 4). In addition to the participants and researchers, caregivers were present to assist the participants in communicating with the researchers and supporting the use of the prototype.

In the first session of the week, the caregivers introduced the SymbolChat application and its functionality to the participant, with the researchers providing clarifications if necessary. After this, the participants used the application themselves and communicated with each other. If needed, the communication was prompted using a list of discussion topics related activities, daily tasks, hobbies and interests.

In the beginning of the second session, the caregivers acted as representatives to the participants and filled in the SUXES expectations questionnaire. After filling in the questionnaire, the caregivers interviewed the participants about their current communication situation: their typical discussion partners, methods of communication, current challenges and future wishes. For the rest of the second session, the participants communicated with each other using the prototype. The caregivers used the list of discussion topics to prompt interaction if it seemed to stall. The caregiver-led approach was chosen to ensure that the situation was as familiar as possible for the participants and also so that we could accurately record the participants’ views: many of our participants had communicative problems that the caregivers were familiar with and were thus able to both present the questions and interpret the answers accurately.

The third session continued with the same kind of semi-structured discussion as the other sessions. The session concluded with a caregiver-led interview about the participants’ experiences regarding the testing and the SymbolChat prototype. The interview included open questions and disagree–agree–like questions, which were answered using the Smileyometer cards. The caregivers filled in the SUXES experience questionnaire based on their interpretation of the participants’ actions.

6. Results and discussion

In the following, we describe the findings from the interviews, questionnaires, and observations made during the communication sessions and discuss their significance.

6.1. Interviews

Interviews on participants’ current communication styles were conducted during the first and second evaluation weeks due practical reasons with different stakeholders. The first interview was conducted with five participants. Only two of these participants told they communicate with their friends and family using a computer. Three participants told they would like to communicate more with their friends and family, one said the current amount was fine and one participant did not know if he wanted more communication or not. When asking whether they would like to communicate using a computer or some other way, one participant stated he prefers calling because phone is easy and more fun to use than the computer. The other four cautiously speculated that computer might be the best tool for communicating.

The interview on experiences about the SymbolChat was successfully carried out with six participants. Data are missing from participants 2, 7 and 8 to whom the interview could not be administered either because the participant was not present in the last evaluation session or it was not practical during the evaluation session. The answers given with the cards can be seen in Table 2.

Although the symbols were unfamiliar to the participants, they rated the speed of the communication as fairly high (median = 4.5). The perception of speed needs to be taken in the context with which the participants currently communicate, e.g. by using signing or communication binders. Compared to these methods, it is possible that the novelty and interactivity of the SymbolChat interface fostered a sense of rapidity even if the actual construction of messages was relatively slow, with a single, short message often taking several minutes to complete.

According to the participants the communication was also fun (median = 4.5), which is extremely important considering the future of the application: without any associated fun factor it is unlikely that users would have motivation to use it. When asked what was fun in the communication, three participants stated it was the ability to discuss with someone. Although the participants thought the communication was fast and fun, they also thought it was fairly hard (median = 2). While one participant mentioned that nothing was hard, the difficulties some participants reported were related to symbol use: they did not know them or where to find them, or there were too many of them. However, one participant described how he first could not find what he was looking for because there were so many symbols, but that he gradually began to remember locations of specific symbols. Further, when asked opinions about the symbols in general, the participants stated that although the symbols were not familiar they were good and clear, and some mentioned they were also easy to learn. Additionally, two of the participants stated that selecting the symbols with touch was easy. Despite the downsides, the participants clearly reported they would like to communicate this way again in the future (median = 4). Participants 1 and 4 had the most negative experiences: according to the feedback from the caregivers, participant 4 lacked motivation, and not knowing the symbols was mentioned as a difficulty by both of these participants.
The interview responses suggest that a computer-based communication application seems like a viable complementary or alternative tool to existing communication methods for people with cognitive disabilities. Already in its current form SymbolChat enables pleasurable communication even without earlier exposure to symbol-based communication. While the generic, large-scale vocabulary could be used with the assistance of caregivers, the participants’ comments indicate that a smaller, personalized set of symbols would likely provide a less intimidating starting point for learning computer-based symbol communication. In realistic special needs learning scenario, SymbolChat use would also be combined with training focused specifically on learning the structure and content of the symbol collection.

6.2. Expectations and experiences

We received responses to the experience questionnaire from the caregivers of seven participants and expectations from six. The results can be seen in Table 3. When examining the responses, we did not find the differences between expectations and experiences to be statistically significant (as per Wilcoxon’s signed-rank test), which is likely due to the small sample size. However, when examining individual differences in responses, we can identify certain trends. The use of the SymbolChat was clearly reported to be more natural than expected in the case of four participants. On the other hand, for three participants it was not quite as pleasant as expected, which seems only natural when considering e.g. the fact that the participants were not familiar with symbols, and learning their use likely confused the participants to some extent. This is supported by the answers related to participant 9, the only one having experience with symbols. Irrespectively, the overall experienced level of pleasantness is above neutral level and would likely increase as one becomes more familiar with symbol-based communication.

When considering the development of the application one of the most important qualities is perceived usefulness. These expectations were clearly met in the case of five participants with reported levels of 6 or 7. As can be seen in Table 3, before the use of the application, the caregivers reported that the participants would likely wish to use the SymbolChat again in future. Also these high expectations were met, with experiences concerning five participants having the highest rating. It is noteworthy, that only one participant (P9) included in these results had experience on previously used category.

Table 2

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast?</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fun?</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hard?</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Again?</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The participants’ subjective experiences on the smileyquestionnaire (1 = extremely sad – 5 = extremely happy).

The results can be seen in Table 3. When examining the responses, we did not find the differences between expectations and experiences to be statistically significant (as per Wilcoxon’s signed-rank test), which is likely due to the small sample size. However, when examining individual differences in responses, we can identify certain trends. The use of the SymbolChat was clearly reported to be more natural than expected in the case of four participants. On the other hand, for three participants it was not quite as pleasant as expected, which seems only natural when considering e.g. the fact that the participants were not familiar with symbols, and learning their use likely confused the participants to some extent. This is supported by the answers related to participant 9, the only one having experience with symbols. Irrespectively, the overall experienced level of pleasantness is above neutral level and would likely increase as one becomes more familiar with symbol-based communication.

When considering the development of the application one of the most important qualities is perceived usefulness. These expectations were clearly met in the case of five participants with reported levels of 6 or 7. As can be seen in Table 3, before the use of the application, the caregivers reported that the participants would likely wish to use the SymbolChat again in future. Also these high expectations were met, with experiences concerning five participants having the highest rating. It is noteworthy, that only one participant (P9) included in these results had experience on previously used category.

The participants’ subjective experiences on the smileyquestionnaire (1 = extremely sad – 5 = extremely happy).

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast?</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fun?</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hard?</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Again?</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.3. Message times and lengths

The participants’ interactions with the SymbolChat interface were registered in a log for later analysis. However, in order to respect the privacy of the participants, the content of the messages was not logged. Table 4 provides a summary of the key descriptive statistics of the main communication performance variables across the three communication sessions: time to create a message and amount of symbols per message. The time to create message was taken as the interval between messages (including the time taken to process the incoming messages), and varied greatly between participants, from less than a minute to tens of minutes at the extreme end. Similarly the length of messages varied from a single symbol up to 28 symbols, although typical messages were relatively short. The main insight that can be gained from these figures is that symbol communication is not a high throughput medium, and the variation in both message duration and length is the result of several factors: the topic of the discussion, user’s motivation and alertness, ease of formulating the content of the message prior to beginning its composition and the ease of finding the appropriate symbol from the interface. Participant 7 was excluded from these figures as he had trouble concentrating consistently on the communication throughout the three sessions; the data represented a typical behavior for this participant.

6.4. Observations of SymbolChat use

We gathered observations of SymbolChat use from multiple sources, including notes compiled by the researchers during the evaluation sessions, feedback provided by the caregivers and through the analysis of video material recorded during the sessions. Especially the discussions with caregivers were extremely useful in that they grounded the researchers’ observations in the reality of the end-users’ communication context. For example, although some learning of the basic functions of the application clearly took place already during the three usage sessions, the use was primarily caregiver supported. One of the caregivers intimated that tens of practice sessions would be required to reach a level where the participants could engage in limited independent use of the application.

Approximately 1 h of this video material from the evaluations was selected for in-depth analysis using the Interaction Analysis Lab method (Jordan and Henderson, 1995). Based on the observations, we had identified the following focus areas for the analysis: structure of events, participants’ abilities and skills, problems and suggested solutions. The topical findings from the video review were combined with the informal walkthrough checklists to produce a set of key development issues and solutions. These can be divided into issues related to application functionality and issues related to the communication, interaction and cognitive capabilities of our participants.

The participants had trouble finding the symbols they desired and dealing with the categories, which was also revealed by the interviews. The difficulties in finding the symbols inevitably resulted in prolonged message composition and increased cognitive burden, which manifested in some of the participants losing track of the message they were typing. Exploring the content of the category structure was challenging; after finding the initial symbol, our participants often selected symbols within the same main category and did not explore other categories without prompting from the caregiver. We identified a number of development suggestions to overcome these challenges. Having the application automatically traverse the categories and subcategories, and the symbols within a selected category, while using text-to-speech to read the labels out loud, could ease some of these issues with exploration and finding symbols. This would also teach the meanings of unfamiliar symbols to users who have very little or no experience with symbol communication. Considering the difficulties in dealing with the categories, after selecting a symbol the application could return to the initial view. This might motivate the users to select another category instead of selecting a symbol within the previously used category.
We discovered that the participants’ limitations in their communicative skills affected responding to social communication cues, with some of them tending to carry on with their own story and ignoring the incoming messages unless the caregiver intervened. The application should more actively promote reciprocated communication, for example, through audiovisual notifications that highlight incoming messages. However, it is a challenge to design this highlighting in such a way that it does not distract the users from the primary task of message construction. Depending on the user’s individual attention level, some users might be distracted by the notifications, especially when text-to-speech output is enabled. In addition to notifications, the structure of the discussion could be better emphasized, for example, to use cartoon-like bubbles to visually highlight the messages and even group individual messages into “stories”. There are users whose learning of communicative skills has reached a stable “plateau” – for these users the application should allow using a personally optimized symbol set intended for daily communication. For users that are still learning communication and whose skills are developing, the application should support the process and size and content of the symbol set needs to change as the user’s skills grow. Whether this adaptation should happen automatically or be driven by the caregivers is a topic of further study.

Based on our observations, it is clear that the differences in users’ individual interaction abilities need to be taken into account more carefully. While a touchscreen is more accessible than keyboard and mouse, using it as the sole input method may be hard or even impossible for users with motor impairments. For example, we observed participants selecting the same symbol multiple times unintentionally and on the other end having difficulties with accurate pointing. Adjusting the input modalities could solve these issues to some extent. Automated traversal of categories and symbols combined with a simple selection switch would assist users who cannot use their hands for accurate pointing. The switch could be anything from a physical button to automated speech-recognition component in the application. When the desired target is reached the user could push the button or utter a sound to make the selection.

The fluency of basic application use was affected by the cognitive abilities of the participants, which in turn affected the flow of the communication. When two people with different levels of cognitive abilities communicate, the application could function as a bridge to narrow the cognitive gap and foster a feeling of equality. This could be done by providing quick access to composite phrases (e.g. “How are you doing?”) to facilitate basic communication.

### 6.5. Approaches to enabling symbol-based remote communication

The work by Tuset et al. (2011) on Messenger Visual provides us an opportunity to compare our design initiative to another system that enables symbol-based remote communication for people with intellectual disabilities. Both systems are grounded in user-centered design work with practitioners and end users, and the evaluations indicate that people with intellectual disabilities can communicate using symbols, which promotes inclusion and social interaction. We discuss some of the key differences in the system feature selection and interaction designs in the following. Overall, Messenger Visual takes a focused approach of providing a fully functional instant messaging client, with features such as user account and contact management, login, and presence updates. In this respect SymbolChat is more limited, as we focused on the key user activity, symbol communication and providing features that support the customization of the communication experience by caregivers. The kinds of contexts of use we envisaged for SymbolChat, e.g. schools and assisted living facilities, are environments where the application is set up and used with the assistance of caregivers. Hence, features such as account management and login/logout are not primary requirements. Undoubtedly, were SymbolChat launched into more widespread use, especially for independently living and communicating individuals, it would require the kind of features included in Messenger Visual.

We consider the two key differences between Messenger Visual and SymbolChat to lie on the multimodality of interaction styles, input methods and output, and approach chosen for the symbol set distribution and management. SymbolChat was designed from...
the start to enable communication both with text and symbols, accommodate a wide variety of users from pre-literate symbol users to those able to communicate with written text. With input methods, we accounted for the diversity in motor abilities by enabling input with mouse, keyboard and touch and have identified the need for further accessible input methods. We also found text-to-speech output to be an integral feature of the interface, as means to keep track and repeat the message during composition and facilitate learning of new symbols. In contrast, perhaps because it may be intended for a differently targeted user population, Messenger Visual provides an almost completely unimodal visual interface. Furthermore, in the Messenger Visual architecture, the shared pictogram set is stored and configured on the server and synchronized to clients. In our approach the symbol set is stored on each user's computer, where it can be locally configured to suit the needs of that particular user. In Messenger Visual, the design choice to use the full set of pictograms is based on the rationale that it promotes the independence and learning processes of the users. Our results show that using a large symbol set makes the interaction needlessly difficult and is not necessarily needed to foster learning. The discussions we had with special needs professionals suggest that a more reasonable solution is to use a personalized, stable set for accomplished communicators and a gradually expanding set for users in the process of learning symbol communication.

Tuset-Perió (2011) further discusses on the need to adapt and personalize Messenger Visual interface to better suit the individual accessibility requirements of users. They suggest the use of generic user profiles and automatic adaptation of the client interface based on these predefined profiles. Our design process findings and consultation with AAC professionals has led to a different direction with personalization. While it may be possible to create such user interface profiles to cover different user profiles, they may be too coarse to account for the idiosyncratic requirements and disabilities of users. We suggest that onus should be on providing easy to use tools for the caregivers and end users to customize the relevant system functionality themselves. However, we share their sentiment that better guidelines are needed to make Internet services accessible for individuals with intellectual disabilities.

7. Conclusions and future work

In this paper we presented the SymbolChat application, an application that helps people with intellectual disabilities communicate with one another over the Internet. SymbolChat is more than an application built for a specific purpose: it is a complete software platform for creating different kinds of multimodal communication services. Our goal is that eventually the end users, people with intellectual disabilities and their caregivers, will be able to construct highly personalized communication applications for different usage situations based on individual needs. This includes customizing the vocabulary of the communication, symbols, and the input and output modalities.

We also reported the collaborative design and development process of SymbolChat. The design was carried out together with the prospective end users and practitioners. We evaluated the prototype application in a field study with nine users with varying degrees of intellectual, motor and other disabilities. Despite the arisen areas that would need further improvement, the results demonstrate the feasibility of our approach, as our participants were able to communicate and express themselves with a large-scale vocabulary with minimal training. Furthermore, we received encouraging feedback from the participants and professional support personnel. Our evaluation demonstrated that with careful design and proper adaptation, analysis methods primarily used with other user groups can be successfully applied in this context. For example, we used the Smileyometer to elicit responses from our participants, the SUXES user experience questionnaire to gather expectations and experiences from the caregivers, and informal walkthrough and interaction analysis lab to collect structured observations from usage situations.

In our current and future work, we are investigating the use of automated speech recognition for selection of symbols and categories, navigation in the user interface and activation of commands. We are considering the use of different physical control devices, sensor technologies, and machine vision as additional input modalities. With these technologies, we can provide an accessible interface also for those users who cannot use touch and speech interfaces. We are also looking to improve the symbol-based communication approach itself to support multiple concurrent languages and text-to-symbols translation. This would enable users with different language backgrounds to communicate with one another using their own preferred language and communication modalities. In addition, we recently developed a mobile version of the platform to enable use on tablet computers and mobile phones. The results of our study clearly demonstrate that the communication experiences of people with intellectual disabilities can be improved with proper tools that are designed with simplicity and customizability in mind. In comparison to existing tools for picture-based communication, our approach is novel in that it combines end-user customization, multimodal inputs and outputs into a simple yet flexible, fun and easy to use Internet-based messaging solution that can be operated on commodity devices.
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ABSTRACT
Studying pervasive systems in the wild has recently gained significant interest. However, few methods exist that focus on the subjective of user experience of such systems rather than objective metrics, like performance and task success. Especially multimodal interaction in this context poses challenges to understanding how different input and output methods affect the users’ experience. We present a new method for evaluating the experiential user experience of interactive systems. It combines two existing approaches from different fields: a questionnaire-based evaluation method called SUXES, intended for evaluating user expectations and experiences, and a theoretical experience framework, Experience Pyramid, originally developed for analyzing and improving experiential tourism products. The new method was used in two field studies of multimodal public display applications. Our findings show that the method is a practical approach for user experience evaluation in the wild, especially in the case of pervasive applications that aim to provide novel experiences rather than facilitate task-oriented information access.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and Presentation (e.g., HCI)]: User Interfaces – evaluation/methodology.

General Terms
Experimentation, Human Factors, Measurement.

Keywords
Public displays; user experience; measurement; in situ evaluation.

1. INTRODUCTION
In situ, or “in-the-wild”, evaluations of ubiquitous computing systems can provide important insights into how these technologies are used and appropriated [16][25]. Experimenting in real-world situations, while technologically and methodologically demanding, can inform us about the real usage of the new technologies [15], especially when attempting to understand the context-dependent factors such as mobility and the effects of environment [17]. However, a key challenge in conducting these evaluations is that different assessment goals can make it difficult to select the appropriate evaluation method [2]. Is the goal of the evaluation the investigation of specific interaction techniques, the overall success and adoption of the system, different aspects of user experience, all of the above, or something else? Furthermore, having a multimodal system as the target for subjective evaluation increases the challenges, as there is a lack of off-the-shelf, fit-for-all-situations methods for evaluating the user experience of multimodal systems. For example, Wechsung and Naumann [30] compared four methods in the evaluation of two multimodal and one unimodal device. They found clear inconsistency in overall ranking results between the methods, i.e., the rankings of the different devices calculated based on questionnaire responses did not match between the methods. We share their conclusion that there is a need to develop a more suitable and reliable method for evaluating usability and quality aspects of multimodal systems.

The lack of suitable and reliable user experience evaluation methods for interactive multimodal systems is acknowledged, and even more so when combined with a public, real-world context of use. The term user experience alone lacks a commonly shared definition, and in fact, there are many proposed definitions from various disciplines [18]. In addition, the areas of multimodal interactive systems, and on the other hand public interactive systems, are still undergoing rapid evolution with the emergence of new technologies and contexts of use. New kinds of systems are created constantly, and the differences between individual systems may be significant. In our experience, researchers are often forced to create their own approaches for evaluating the user experience of their interactive systems in order to gain information suited for the current aims and the specific system in question. However, such approaches can be in conflict with the need to utilize validated measurement instruments, for example, in order to systematically compare different systems or interfaces. Thus, the challenge in carrying out constructive, iterative development of novel multimodal technologies is in finding the most appropriate evaluation methods for the specific research questions, application, users, and context of use. We believe that the only way towards common, truly reliable and validated user experience evaluation methods is firstly, acknowledging the incompleteness of novel evaluation approaches, and secondly, developing these methods step-by-step through real-world case studies. Ultimately these fine-tuned evaluation approaches originating from different sub-categories of interactive systems may be ready for validation and formalization.

In this paper, we introduce our work on developing a method for measuring the experiential user experience of multimodal public display systems. We present and discuss two in situ evaluations of interactive applications aimed at providing novel and entertaining ways to access information. Based on our literature review, these studies are among the few studies focusing on subjective user experience evaluation of public display systems.
The rest of the article is organized as follows. We first review related work in the areas of public displays and user evaluations in the wild. Then, we introduce the experiential user experience evaluation method and describe how it was applied in two case studies, including descriptions of the systems, evaluations, and results. Finally, we discuss the implications of our findings to the practice of evaluating experiential user experience in the wild.

2. RELATED WORK

Evaluating public display prototypes in the wild has recently become very popular (e.g., [11] [19] [20] [22] [23] [24]). In terms of basic approaches to the evaluation process, Alt et al. [2] suggest several guidelines based on an extensive literature review, including careful choice of validity criteria (whether internal, external, or ecological), consideration for the interrelatedness of content and usage, triangulation of research methods, and accounting for common problems (e.g., overlooking display blindness, understanding the challenges posed by the deployment environment). In particular, constructing an accurate understanding of what takes place during the experiment is a major challenge when conducting studies in the wild. The issues one encounters include users anticipating and modifying their behavior to satisfy the researcher’s needs [5] [17], discrepancies between self-reflection [11] and anticipated needs [23] and the logged use of the system, and analyzing the large scale, heterogeneous data captured during the study [15]. Clearly, no single evaluation method can account for all of these concerns, and researchers have to choose from and adapt existing approaches to fit the unique needs of their studies.

2.1 Effect of the Public Context of Use

From a practical viewpoint, various forms of social inhibition towards public interaction [4] [21] [24] can become deterrents to the use of the public display. For example, Izadi et al. [12] note that in social settings users should be able to interact with the display without requiring aid or feeling self-conscious. This underlines the affective aspects of public display experience [4]. Unfamiliarity with the interaction possibilities afforded by public displays, or interaction blindness [23], can also be a critical issue. Potential users may not expect the system to be interactive, and require some form of feedback that communicates interactivity [22], or an explanation to associate interaction with the display [8]. The social context of use may also aid in these respects, as observing use by others may increase interest in the display [8] and provide means of learning the interaction vicariously [4] [24].

The deployment and evaluation of public displays is bound to be affected by the environment where the displays are located and used. This implies tradeoffs between natural use context and the types of data that can be captured of system use. One approach is to minimize the intrusion by having no contact on the participants and relying on covert observation (e.g., [26]). While observing and interviewing the users may increase awareness of the system and thus affect use, they can also provide useful insights [11]. Even more in-depth participation may be warranted in some cases. Johnson et al. [16] note that researcher participation in in-the-wild studies can be useful in studying user experience, as the insights are grounded on an understanding of the context and building empathy with the users on the basis of shared experience.

2.2 User Experience in the Wild

The user experience of public display interaction includes several additional facets that are not necessarily present in other systems. While accounting for the social and spatial aspects of public display use (i.e., how the social affordances and location affect interaction) in design have been widely studied, less emphasis has been placed on the different goals (or lack thereof) of the interaction and its form, and how they affect the user experience and users’ engagement with the system.

Subjectivity is the core of user experience, and gaining true insights into users’ experiences is impossible without directly engaging the users. We found only a few studies (e.g., [11], [13] [14]) where user experiences of a public interactive installation have been collected in a real-world context, i.e., the feedback was gathered from the users themselves without recruiting participants in advance for the study. For example, Jacucci et al. [14] evaluated a public multi-touch display at a science exhibition and gathered user feedback with questionnaires. Their goal was to measure the engagement of the user experience, and they utilized parts of different evaluation methods to enable richer insights. The lack of true public display user experience studies seems rather understandable considering the challenges that arise from the public context. It is hard enough to get people to interact with the systems, let alone engage themselves in providing feedback or form filling [4]. Perhaps for this reason, and the fact that public displays are a rather new research topic, many studies thus far have focused on how the systems are used, or reacted to. For example, Vajk et al. [29] discuss the user experience of large display interaction on the basis of observations. We claim that observation alone, and any conclusions drawn from this data, only present one aspect of the interaction, and because of the objective nature cannot be the basis of user experience evaluation. Like Jacucci et al. [14], we have also found that combining, modifying and complementing existing methods is many times necessary in order to gain the best data collection combination that obviously supports the aim of the study but also suits the context, system and users. Some questions or user experience statements may be totally useless and unnecessary burden in some cases, while in others they would form the core of the investigation. The systems in the case studies presented here aimed at providing explorative and engaging forms of information access in the public context of use. They were targeting for experiential user experience, i.e., something beyond user experience as described by Hassenzahl [9], for example. By experiential we refer to experiences evoked through discovery and adventure, such as a tour in the jungle or one’s first bungee jump – something truly amazing and even an once-in-a-lifetime type of experience. In this respect, we draw on the research on experience production, especially the Experience Pyramid model by Tarssanen and Kylännen [27], which was originally designed for developing and analyzing tourism products by providing a concept of experience. To our knowledge, the model has never been used as the basis of gathering subjective data in the field.

3. EXPERIENTIAL USER EXPERIENCE EVALUATION METHOD

In our research, we often need practical, mainly quantitative, methods for evaluating user expectations and short-term user experience of interactive multimodal systems. In the case studies described here, we also needed the method to capture the experiential aspects of user experience and take into account the real-world context. In order to find a suitable method for our current needs, we reviewed previous work in the area of public display evaluations. For example, Alt et al. [1] used an updated version of the System Usability Scale (SUS) [3] as one subjective data collection method in their study of digital public note areas. However, with SUS focusing on usability-related issues, they also had to rely on qualitative subjective data, such as interviews, in
order to gain insights of users’ experiences. As mentioned earlier, Jacucci et al. [14] gathered user experience data with questionnaires in their study of a public multi-touch display. The aim for their mixed-methods approach was to capture the engagement of user experience, which was not entirely applicable for our needs. As we could not find applicable public display evaluation methods to adapt, we turned to more generalist user experience evaluation methods. Probably the most widely known evaluation tool for user experience is the AttrakDiff questionnaire developed by Hassenzahl et al. [10]. However, we felt it was too generic to capture the kinds of experiential aspects of user experience that we were after. Furthermore, it is not available for modifications or, to our knowledge, available in the local language, which was an absolute requirement for our evaluations.

Although several other methods for evaluating user experience have been developed as well (see an example method repository: http://www.allaboutux.org/all-methods/), we were unable to find a readily suitable method considering our current requirements and aims, and decided to develop our own evaluation methodology. Next, we describe the approaches behind our method, introduce the associated user experience measures, and present a step-by-step model of applying the method in practice.

3.1 Background

In our method, we wanted to emphasize the experiential aspects rather than measuring only the more traditional user experience factors. Guided by our experience from previous studies of pervasive interaction, and lacking a suitable existing method, we decided to create a combination of two approaches: SUXES [28], a practical method for gathering subjective pre-useage and post-use feedback of interactive multimodal systems, and the Experience Pyramid [27], a theoretical model concerning experiential tourism products. As is obvious, from our own experience as well, different contexts, systems, users and research goals require different characteristics of the evaluation method, and thus we wanted to keep the method as flexible as possible.

3.1.1 SUXES

SUXES [28] is a method for gathering feedback from users of an interactive system, and it is targeted especially for the evaluation of multimodal systems. Both expectations before the usage and experiences after the usage are gathered in SUXES, and thus it makes the comparison between user expectations and experiences possible. The method was originally generated from SERVQUAL [31], a framework for service quality from the field of marketing.

SUXES includes nine statements on properties of an application or modality: speed, pleasantness, clearness, error-free use, robustness, learning curve, naturalness, usefulness, and future use. A statement can be structured, for example, as “Using the application is fast”. The users report both their expectations and experiences on exactly the same statements on a seven-step scale ranging from low to high. Here, the user reports the higher level the faster, e.g., he or she expects/experiences the application to be.

In SUXES, the expectations are further divided into an acceptable and desired level, meaning the users report two expectation values on each statement, between which the experienced level is usually situated. The acceptable expectation level refers to the lowest acceptable level of the system (or modality or property) for even using it, while the desired level means the highest level the respondent sees even possible (further details in [28]). Before reporting the expectations the respondent is introduced to the system, but this is usually rather minimal and never includes the respondent using the system himself.

We feel the strength of SUXES is in gathering both user expectations and user experiences. First of all, it gives information on users’ preconceptions of certain technologies or modalities, i.e., the very first impressions on what they see. Considering public displays user expectations are an extremely important aspect, as they indicate whether people would start interacting or even get interested in the system on their own, outside an evaluation situation. More specifically, if the pleasantness of a public display system is expected to be low after first seeing the system, it is likely that the person would not be attracted to interact with the system in everyday life. Thus, this would indicate something is wrong with the system. Secondly, SUXES tells how using a certain system modifies the pre-useage views, i.e., how the actual usage makes the users feel. Further, when used separately for all modalities or properties of interest, and on the other hand the system as a whole, SUXES can reveal successes and failures instantly, highlighting features in need of development.

3.1.2 Experience Pyramid

Rather than being a readily available evaluation method or tool, Experience Pyramid [27] is a theoretical framework for understanding the experiential aspects of tourism products. The authors state that it is suited for use with entertainment, culture-based and design products. In particular, the Experience Pyramid is meant to help service providers differentiate and develop their products. It is a two-dimensional model that consists of six elements of experience and five levels of experience depth. The elements of experience are: individuality, authenticity, story, multi-sensory perception, contrast and interaction. Should all of these elements be present in all product stages from marketing all the way to post-marketing, the experience can ultimately lead to a personal change (highest level of experience depth). Although the lifecycle of our public display deployments is not this extensive, we felt that the structure and aims of the Experience Pyramid resonated well with the narrative nature of our systems. Thus, we chose the elements of experience to represent the “experientiality” in our evaluation method and left out the experience depth.

3.2 Measures

The user experience measures are divided to core measures, which are generated from the Experience Pyramid, and optional measures, which include the SUXES measures and possible additional user experience measures.

3.2.1 Core Measures

Core measures represent the experiential aspects in our method and should always be included. Based on the descriptions of the experience elements by Tarssanen and Kylänen [27], we created corresponding user experience measures, i.e., simple statements with a scale that the participants rank their opinions on.

Unlike in the original form of SUXES, we decided to use a seven step semantic differential scale, where the lowest level is represented as a negative statement and the highest level as a positive statement. We believe that the original linear scale (from low to high) may be difficult for participants to understand and for researchers to conceptualize in the analysis phase. The elements of experience and the corresponding statements defined by us can be seen in Table 1 (translated from original). The word application can be replaced with a more descriptive term, e.g., the name of the system under evaluation.
Table 1. The elements of experience, according to the Experience Pyramid [27], and the defined statements.

<table>
<thead>
<tr>
<th>Element of experience / Measure name</th>
<th>Negative statement</th>
<th>Positive statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individuality</td>
<td>The application isn’t special – there are also similar systems elsewhere.</td>
<td>The application is unique – there are no similar systems elsewhere.</td>
</tr>
<tr>
<td>Authenticity</td>
<td>The application is artificial and incredible.</td>
<td>The application is genuine and credible.</td>
</tr>
<tr>
<td>Story</td>
<td>There is no story in the application – it lacks a “common thread”.</td>
<td>There is a story in the application, a “common thread”.</td>
</tr>
<tr>
<td>Multi-sensory perception</td>
<td>Using/experiencing the application is not based on different senses.</td>
<td>Using/experiencing the application is based on different senses.</td>
</tr>
<tr>
<td>Interaction</td>
<td>I don’t control the application.</td>
<td>I control the application.</td>
</tr>
</tbody>
</table>

Table 2. SUXES measures [28] and corresponding statements.

<table>
<thead>
<tr>
<th>Measure name</th>
<th>Negative statement</th>
<th>Positive statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed</td>
<td>Using the application is slow.</td>
<td>Using the application is fast.</td>
</tr>
<tr>
<td>Pleasantness</td>
<td>Using the application is unpleasant.</td>
<td>Using the application is pleasant.</td>
</tr>
<tr>
<td>Clearness</td>
<td>Using the application is unclear.</td>
<td>Using the application is clear.</td>
</tr>
<tr>
<td>Error-free use</td>
<td>Using the application is not error-free.</td>
<td>Using the application is error-free.</td>
</tr>
<tr>
<td>Robustness</td>
<td>The application doesn’t function error-free.</td>
<td>The application functions error-free.</td>
</tr>
<tr>
<td>Learning curve</td>
<td>Using the application is hard to learn.</td>
<td>Using the application is easy to learn.</td>
</tr>
<tr>
<td>Naturalness</td>
<td>Using the application is unnatural.</td>
<td>Using the application is natural.</td>
</tr>
<tr>
<td>Usefulness</td>
<td>The application is useless.</td>
<td>The application is useful.</td>
</tr>
<tr>
<td>Future use</td>
<td>I wouldn’t like to use the application in the future.</td>
<td>I would like to use the application in the future.</td>
</tr>
</tbody>
</table>

3.2.2 Optional Measures

Optional measures represent more general aspects of user experience. They can be included or excluded in the way that best supports the aims of the study. For consistency reasons, we modified the SUXES measurement scale into a semantic differential scale. The measures and corresponding statements can be seen in Table 2 (translated from original). Again, the word application can be replaced with the system name, or, e.g., with the modality or property under evaluation. Optional measures can include also self-created measures, e.g., Beauty: The application looks ugly. – The application looks beautiful.

3.3 Method

This experiential user experience evaluation method is meant for public, real-world context. It relies heavily on participants’ voluntariness, i.e., providing any kind of feedback is strictly voluntary. Consequently, resulting data may be incomplete in coverage. This is a reality of life that needs to be accepted and dealt with as possible. No reasonably executable method aiming for natural, or as natural as possible, responses of participants can guarantee fully complete data.

The evaluation phases are listed below, followed by more detailed descriptions and examples of possible contents of each phase.

Before the usage

1) Getting participants – passively or actively.
2) Introducing the system and gathering user expectations.

Usage

3) Giving instructions, limitations and tasks for the user, and the actual usage of the application.

During the usage

4) Gathering of supportive, objective data.

After the usage

5) Gathering user experiences and background information, and interviewing the user.

3.3.1 Attracting Participants (1)

The researcher at the scene may try different approaches for “recruiting” participants to see which way works best. The researcher may stay aside and step forward when a person shows interest towards the application or the scene. If people do not seem to notice the public display system available, or show interest towards it, the researcher may approach the by-passers kindly and ask whether they would like to try the system. This may be necessary in order to have participants and collect data.

As the method, as it is, includes inevitable researcher intervention, hiding and then storming towards an interested person is not an option, as the possible participants should be allowed to see beforehand what they might be putting themselves into. If the system is visible or noticeable from certain directions only, for example posters or signboards can be used to draw attention.

3.3.2 Introduction and User Expectations (2)

Before using the system, the system is somehow introduced to the participant. Depending on the system and aims of the study this can be anything from a picture, poster or a single sentence by the researcher to a video demonstration or a more extensive description of the system functionality. The participant watching the system or other people using it can be considered as an introduction here as well.

After the introduction, the participant is asked to fill in the expectations questionnaire. It includes the core measures presented in Table 1 and possible optional measures, e.g., some of the measures presented in Table 2. The measures are presented as seen in Figure 1. In the expectations questionnaire only one value on each statement is asked, whereas the original SUXES method uses two values, an acceptable and a desired level, as explained in Section 3.1.1. This modification was done because we wanted to
keep the process of filling in the questionnaire simple and minimize the need for instructions.

The application is artificial and incredible.

The application is genuine and credible.

Figure 1: A measure as presented in the questionnaires.

3.3.3 Usage of the Application (3)
After filling in the expectations questionnaire, the participant is advised to move to the correct spot. Then intended instructions concerning the system usage or possible tasks are given, after which the participant interacts with the system freely or according to given limitations. Considering the domain of public displays, the key idea is that the participants should be able to use the system by themselves. Thus, it is appropriate to minimize the instructions, and help only when clearly necessary.

3.3.4 Gathering of Supportive Data (4)
It is often necessary to gather some objective data on the usage of the application to better understand the reasons behind certain user experiences. This can consist of observation data recorded by the researcher(s) or automatically logged data. This data can tell about the users’ behavior or reactions, and thus support and explain the findings of subjective data, but as the methods are objective, they alone cannot provide insights to user experiences.

3.3.5 User Experiences (5)
After using the system, the participant is asked to fill in the experiences questionnaire. It includes at least the same statements as were rated in the expectations questionnaire. However, the statements are now presented in past tense making them easier for the participants to conceptualize: e.g., the positive statement for measure interaction is “I controlled the application”. In addition to the statements that are included in both questionnaires, experiences questionnaire can include statements or questions that are based purely on the experiences of using the system and could not have been given an expectation rating.

The participants report also their background information in the experiences questionnaire. These can include anything that the research requires, but at least gender, age and previous experience with such applications and modalities should be inquired. Researchers may subsequently interview the participant.

4. CASE I: EXPERIENTIAL PROGRAM GUIDE
The Experiential Program Guide application [7] was developed as a public display that combines multimodal interaction with a narrative design. Instead of aiming for an effective browsing of event data, the guide provides an experiential way to browse a collection of cultural events. It is displayed on a Full-HD TV and can be operated using gestures or speech input, either separate or in combination. The system detects gestures utilizing a Microsoft Kinect sensor and speech with a separate microphone on a stand in front of the user. The Program Guide consists of the Word Cloud (Figure 2) for creating an unexpected set of events, and the Metro Map visualization for browsing the events (Figure 3).

Interaction starts with the Word Cloud, which consists of a set of manually curated words associated with the cultural events in a dramaturgical way, rather than being traditional keywords. The words are positioned randomly around an invisible sphere, which is always attached to the user’s hand so that all hand movements rotate it. At any time, the user can speak out any of the visible words. Alternatively, a word can be moved on top of a selection circle in the middle of the screen and held there for two seconds to select it. When the user selects a word from the word cloud, a new cloud appears so that the user selects three words in succession, forming a sentence (adjective - noun - verb). Each word is mapped to at least one event, thus a sentence results multiple events presented in a metro map like visualization.

Figure 2: Word Cloud interface containing keywords related to the event guide content.

Figure 3: Metro map -based interface arranges events by type onto geographically linked “lines” according to the words selected with the Word Cloud interface.

Each stop on the Metro Map corresponds to a set of co-located events, and metro lines connecting the stops are event categories (e.g., plays, exhibitions, and musical performances). The lines can be selected by pointing two seconds at an item in the menu at the top of the screen, or by speaking the name of the menu item. A shadow image of a hand provides visual feedback of the pointing. Each selection of a line moves the view to the next stop. Details of the events corresponding to the stop appear as a card to the left of the stop and the associated keyword(s) on the bottom of the screen are highlighted. If the selected stop includes multiple events, the user can flip between pages by horizontal hand movements on top of the event card. The top menu is updated to include only the lines that travel through the current stop. The “Back” item moves to the map overview, if the view is at a stop, and goes back to the Word Cloud interface from the overview.

4.1 Evaluation
In order to find out how the public experiences the Experiential Program Guide it was evaluated in the main lobby of a city library for five days, about five hours daily (Figure 4). One researcher at a time stayed at the scene and opportunistically recruited people to participate by asking passers-by whether they would like to try out the Experiential Program Guide. This was rather quickly realized to be necessary, as people did not seem to show interest towards the system without active researcher involvement. If willing to fill in the expectations questionnaire, the participant did this on the basis of observing system usage by others, or the content of a
simple poster attached on the scene. When starting the system usage, instructions were first limited to telling that the system can be used by moving one’s hands or speaking out loud the words visible in the Word Cloud. As we wanted to see how intuitive the system is to use, more instructions were given only after a while if it was clear the person had trouble in interacting. Participants were allowed to use the system for as long as they wished – there were no formal tasks or time limitations.

**Figure 4: Evaluation setting in the lobby of the city library.**

User expectations and experiences were gathered with paper questionnaires, and participants were also interviewed briefly. Both expectations and experiences questionnaire included the core measures and as optional measures the pleasantness of controlling the system with each main modality, speech and gestures. Furthermore, the experiences questionnaire included questions (Yes, No, I don’t know) on whether using the system was an unforgettable experience, whether one would like to use it again, and whether one would recommend the system to a friend. Age, gender and previous experience on speech-/gesture-based applications were inquired as background information. The participants were also able to provide free-form feedback either on the questionnaire or verbally. The interview questions asked verbally covered the participants’ assessments of whether they found interesting events and whether something was especially nice, fun, hard or irritating, and so on.

To gather supportive data, the usage phase was observed using a structured observation form. We observed participants’ overall attitude towards the Program Guide. We also marked down which modality the participant primarily used, how much time it took to comprehend the idea of the Word Cloud and the Metro Map interaction, and the extent of the participants’ engagement with the system. This data relied on researchers’ interpretations and resources, and is thus incomplete in coverage.

During the deployment, we had 17 participants (8 female, 9 male) who provided both their expectations and experiences on the Program Guide. The ages varied between 18–68 years (mean=38.9, SD=18.1), the age group of 20–35-year-olds covering 40% of the participants. The participants were not active users of applications based on speech recognition: only one participant used them even on a monthly basis. Use of gesture-based applications was also uncommon: seven participants used them “rarely” (less frequently than a few times a month) and the rest not at all (or they did not answer). Most frequently cited gesture-based system was Nintendo Wii (four participants).

4.2 Results

The results considering the measures asked both in expectations and experiences questionnaires can be seen in Figure 5, where value 1 corresponds to the most negative and 7 to the most positive attitude. Overall, people had rather high expectations about the system. Not only were the respondents expecting to be able to control the Program Guide, but they also expected it to be genuine and credible, and something new and different from their everyday life (interaction, authenticity and contrast, median=6). These high expectations on experiencing something new and contrasting from ordinary life were met. The somewhat reserved expectations on pleasantness of speech control were also realized (median=4). People also experienced the Program Guide to be rather unique (individuality) and its usage to be based on different senses (multi-sensory perception) as expected. Whether the participants based their expectation ratings on watching other people using the system or not, is not known, and would be an important question to be included in future studies.

**Figure 5: User expectations and experiences on the Experiential Program Guide. Boxes represent the interquartile range, diamonds represent the medians (n=17).**

Reasons for the neutral experience results are quite well explained by the participant feedback and by our observations. For example, the words selected in the Word Cloud had no rational connection to the represented events, which can be perceived as lack of authenticity and story. There were also technical and comprehension issues with the gesture control, and thus pleasantness and interaction did not meet the expectations.

When inquired whether using the Experiential Program Guide was an unforgettable experience, 47% of participants stated it was and only 13% that it was not. 60% of the respondents reported they would like to use the system again, and 27% that they would not. Similarly, even 60% of participants would recommend using the system to their friend, while no one said they would not. In addition to quantitative questionnaire data, we received subjective feedback and comments ranging from one end to another. Positive feedback stated the system was something new and nice or exciting. Other comments wished for improvements in the gestures and function logic: some participants felt it was hard to control the Word Cloud with gestures, and that its function was not logical. Some participants felt they would have needed detailed instructions. Further, some stated, that the system would be great if it was easier to use or if they better knew how to use it.

Only a few users were observed to use speech input more than gestures. It seems clear that the issues in controlling the Word Cloud with gestures most likely had an effect on how people perceived using the system overall, i.e., some of them felt they were not fully in control of the system and the gesture control felt
a little unpleasant. Thus, the experienced levels of pleasantness of gesture control were statistically significantly lower than the expectations. However, some participants had no problems with the Word Cloud, but instead understood it intuitively.

All in all, we were able to gain insights with the chosen method about how the system was experienced by the public. The amount of participants, however, was somewhat disappointing compared to the resources used. The lack of participants has many possible reasons: The evaluation sessions took place during daytime, i.e., work and school time, and thus there were even fewer candidates for participation. As a result, many of the people actually coming into the library had missions, e.g., quickly returning a book during their lunch breaks. It also may be that the setting was uninviting; the direction of the system compared to the crowd passing by disabled its visibility for everyone, and the scene with the researcher and posters may have been experienced intimidating. However, based on the feedback and our observations, we believe the questionnaire results are well in line with the actual experiences of the participants: after actually using the system it was received rather well, despite its possible deficiencies in attractiveness. Further, the participants felt the system differed from their everyday life, but there were issues that would need fixing or changing. For example, the gesture-control should be made more robust, which might alone affect positively the ratings. Another indication is that the system as such might have needed more instructions for the public to be able to make use of its functionality properly. Finally, the keywords represented in the Word Cloud could be somehow mentally connected with the events they are linked to, while still maintaining a level of mystery or surprise, and thus promoting experientiality.

5. CASE II: FUTURE ENERGY SOLUTIONS

The Future Energy Solutions system provides ideas about future energy solutions in an entertaining way utilizing bodily movement. It consists of three adjacent projection screens and Microsoft Kinect sensors for detecting user positions and poses. The screens, each about 2.5 meters wide, display three interactive rooms with energy consuming and producing “tasks” featuring novel solutions to generate clean and green energy. An on-screen “shadow” corresponding to the user pose and location overlaid on the other graphics provides visual feedback. The system provides both verbal and textual instructions for the tasks possible in different positions. In total, there are nine different interaction spots, three in each screen. By entering a location marked on the floor, the user can try out the activity related to the location. The system layout is depicted in Figure 6.

In the left-most screen the user can align a solar-powered grill using a two-hand gesture, activate a jacuzzi by pointing at watermill controls and chop wood by mimicking the real-life activity. In the middle screen the user can sort waste items to bins, activate solar panels or capture a lightning during a thunderstorm (weather within the system changes). In the right-most screen, the user can activate a windmill by clapping hands, sell or donate energy and give feedback with dwell-time-based virtual buttons.

In addition to visual feedback, the system provides auditory output from directional speakers and a 5.1 speaker set. The audio consists of speech-synthesized instructions, ambient sounds (e.g., wind and other weather-related sounds), realistic sounds (e.g., opening of the trash door), interaction sounds (e.g., the energy sales and plants growing), and generative background music.

Figure 6: The Future Energy Solutions system.

5.1 Evaluation

We evaluated the Future Energy Solutions system at an annual nation-wide housing fair, where it was installed for a month and available for use about eight hours daily. One researcher at a time stayed at the scene. We applied the experiential user experience evaluation method in order to find out whether the system would raise such experiential sensations it was aiming for.

The context of this case study raised quite a few questions for applying the proposed evaluation method as such. The system supported several simultaneous users and the housing fair event had over 145,000 visitors during a month. In addition, although located clearly at a public scene, the installation was not situated along the way to somewhere but rather aside a route, in a room-like space to be entered. Thus, in this case the researcher acted more as a support person rather than active recruiter of participants or a person intervening in the interaction. However, if some visitors did not start to use the system on their own, the researcher would start talking to them and demonstrating the system, encouraging them to also interact with it. Otherwise, the users were allowed to interact with the system freely, there were no tasks or limitations given by the researcher.

Although important, and part of the default experiential user experience evaluation method, we felt gathering user expectations was not realistic here. Due to the context and our resources, it would have been practically impossible to manage giving instructions, gathering and linking the expectations questionnaires of numerous participants daily. Thus, whenever possible, people who interacted with at least one interaction spot were asked to fill in the experiences questionnaire after using the system. A few users were also interviewed informally.

The user experience questionnaire included the core measures, expect for multi-sensory perception. We had to balance between optimal measures and simplicity of the questionnaire. The measure concerning multi-sensory perception seemed irrelevant at the time as the system itself was based on many senses. This was also the situation in Case I, and thus this measure was decided to be left out here. As optional measures, we chose the pleasantness and future use of the application. In addition, we created a measure for the aesthetics of the soundscape motivated by the rather big role of sounds. Participants’ age, gender and frequency of using gesture-based applications were also recorded. The researchers at the scene also made their own observations and notes, but these were not systematically controlled.

During the deployment 193 participants (90 female, 101 male, 2 did not answer) reported their user experiences. The total amount of users was not recorded, but only a fraction of users filled in the questionnaire (e.g., the very last interaction spot, feedback, had over 1800 successful feedbacks and twice the number of activations). The ages of the respondents varied between 4–74 years (mean=35.4, SD=14.6), the age group of 20–35-year-olds
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covering about 47% of the participants. Only about 4% of the participants reported to use gesture-based systems (e.g., Nintendo Wii, Microsoft Kinect or Playstation Move) daily, about 11% used them weekly and about 18% monthly. 35% used such systems less frequently than monthly and even 31% reported they do not use gesture-based systems at all.

5.2 Results
The results from the experiences questionnaire are presented in Figure 7. The median values of individual measures are amazingly in line with each other. Even the mean values vary only between 4.5 (authenticity, aesthetics of soundscape) and 5.3 (pleasantness). Overall the system was received slightly positively as experiences on all measures rose above neutral to a median of 5.

![Figure 7: User experiences on the Future Energy Solutions system. Boxes represent the interquartile range, diamonds represent the medians (n=193).](image)

According to the researchers present at the scene, several users had mentioned they enjoyed interacting with the system and that they were pleasantly surprised to find such an installation at a housing fair. Users also expressed their delight over the visuals and ambient generative music. However, there had been quite a few issues as well: e.g., delay in feedback from user movement, and lack of spontaneous interaction with the system. All in all, the Future Energy Solutions system seems to be experienced fairly positively by the respondents. Unlike in Case I, we were unfortunately not able to draw detailed conclusions about how the system was experienced by the public.

6. DISCUSSION
We have presented a method for evaluating experiential user experience of interactive public display applications in the wild. The method is grounded on the SUSXES method [28] and the Experience Pyramid model [27], and it was utilized in two case studies. It is impossible to make comprehensive comparisons on the levels of the systems’ “experienced experientiality”, as the evaluated systems themselves, the number of participants, and the contexts differ greatly between the cases. Reflecting on the results from the separate cases while considering the differences in the evaluations, however, may tell us about, and help us to understand, the findings of the cases individually. Further, these insights possibly serve in demonstrating the potential of the proposed experiential user experience evaluation method.

Five of the core measures of experiential user experience were inquired in both cases. The results concerning these measures can be seen in Figure 8. While experiences on individuality were on the positive side (5) in both cases, there were differences in the experiences of authenticity and story. It seems natural that people were not able to perceive the Experiential Program Guide as genuine and credible, nor having a story, because of the unconnected keywords and the resulting event set. Despite trying to emphasize “experientiality”, some form of an identifiable common thread still seems important to exist. For Case II, this succeeded better, which is also in line with our own observations of the system and its use. Despite having a futuristic approach, the Future Energy Solutions system dealt with energy consumption issues, which are easy to relate to. In addition, the system had energy as the common thread throughout the three screens. This, on the other hand, may have impacted the experienced contrast: the system may not differ from people’s everyday life that much, while the Program Guide with its exceptional visual representations (the World Cloud and the Metro Map) does. The different experiences concerning interaction also seem rather clear based on our observations: the Future Energy Solutions system may have been easier as it mainly required the user only to move to a certain spot, and there were more technical problems during the evaluation of the Experiential Program Guide.

![Figure 8: User experiences on the Experiential Program Guide (Case I) and the Future Energy Solutions (Case II). Boxes represent the interquartile range, diamonds represent the medians.](image)

Case-specific correlations between the five user experience variables indicate similarities in response behavior. We found seven variable pairs (out of the possible ten) that correlated statistically significantly (at least at level \( p=0.05 \)) in both cases. This suggests that there was a common thread, “experiential user experience”, which was being measured. Obviously, this conclusion would need further research and careful analysis.

6.1 Implications for Evaluation Detail Choices
The uniformity of results in Case II raises the question whether the respondents reported their true experiences, or if the sampling of respondents affected the results. The questionnaire results are on the positive side of the spectrum, yet the researchers’ observations in our internal debriefing were rather negative. It may be that only users with somewhat positive experiences, or who interacted with the system a little longer, filled in the questionnaire. It was possible to fill in the questionnaire with no communication with the researcher, whereas the situation in Case I may have been experienced as more personal and thus conducive reporting the full range of experiences, both positive and negative.

Another explanation is that reporting the expectations made the participants commit to the evaluation in Case I more and thus judge their experiences more carefully. It is unfortunate that expectations were not gathered in Case II. We may have had selected only some users to report them but looking back the choice to omit the expectations was a good decision: People seemed shy to enter the room-like space, where the system was
located, and to interact with it, especially if there was no-one else using it already. Intervention by the researcher and pre-usage form-filling possibly would have felt like an ambush – something we as researchers definitely want to avoid. The inability to gather expectations in the context of Case II indicates that the experiential user experience evaluation method as such is not appropriate for large-scale studies. Although it is possible that gathering expectations may affect participants’ expectations, we believe it is a valuable action when studying user experience. We cannot know what the users’ expectations are without asking it from themselves. It is better to gather perhaps “more aware” expectations than not at all. The same issue of answers’ reliability is with user experiences. However, the only way to truly study the subjective user experience is to ask the users to report their personal opinions. Furthermore, from our experience, the post-use experiences are not at all systematically affected by the reported pre-useage expectations, which indicates that people give their experience ratings based on the actual perceptions of the use.

Comparing the two case studies reveals that the evaluation with the Experiential Program Guide provided the more valuable information on user experience despite its small sample size. Although the questionnaire allowed us to measure experiential user experience in both cases, for gaining insights and truly useful results a single questionnaire consisting of user experience measures may not be the best solution. In Case I, we had several characteristics that can now be seen to have supported the evaluation: gathering expectations and communication with the researcher possibly made the participants more committed, and systematic observation and reporting revealed reasons behind certain self-reported experiences. The question at hand remains how such supportive actions can be integrated in a larger scale study in a cost-effective way. For example, utilizing systematic observations and method in Case II, we had been too challenging. Although conclusions about user experience definitely cannot be made based on observations alone, observation data combined with user experience questionnaires helps in understanding the possible reasons behind certain user experiences. Moreover, it is also important to really pay attention to the interaction as it unfolds. Our reliance on the systematic observation procedure in Case I, led us to miss certain insights that became apparent upon the analysis of the results, for example, what were the reasons for users to prefer gestures over speech.

It should be noted that the benefits of a mixed methods approach is not at all unique to our study, as triangulation of inquiry methods can be considered one of the key best practices in user research. However, what our results suggest is that in the context of public display interaction, researcher intervention should be utilized judiciously due to its unavoidable effects on the situation, both negative and positive. To avoid the negative effects, mainly receiving more positive ratings because of the communication, could be avoided by using automatic questionnaires. However, in order to link the expectations, usage logs and the experiences to the same participant, and to ensure the correct time of filling in the questionnaires (i.e., before and after the usage), it would be necessary to present the questionnaires as part of the system itself. In practice this would mean, e.g., a sequence consisting of introduction video, expectations questionnaire, usage of the system and experiences questionnaire combined with user tracking and “next user” function with time delay. Although possible, and worth to be considered in future work, it seems a little as researchers definitely want to avoid. The inability to gather expectations and due to the pre-useage questionnaire, usage in the prototype specifically participants away. On the other hand, using automatic inquiry would allow deployment-based research for systems beyond the prototype phase.

6.2 Usefulness of the Evaluation Method
Considering Case I, we believe the evaluation method worked well. We were able to capture the public’s experiences, and more importantly, identify reasons behind several of these experiences. Had it been an iterative software development project, we would have been able to make a better version of the system based on our actionable insights. On the other hand, we recognize Case II was not a success evaluation-wise. Nonetheless, this does not mean that the proposed evaluation method is invalid. We believe the modifications made to the method were mainly well justified by the context and our resources. Specifically, omitting the expectations questionnaire was the only reasonable option given the setting. However, the fact that the system was designed to stimulate many senses does not necessarily mean the users experienced it that way. Thus, omitting the multi-sensory perception measure was a naïve mistake by us. This did not make or break the whole evaluation, though. The necessary modifications in Case II, compared to Case I, resulted in losing valuable insights. The critical reason for this being dropping the expectations questionnaire, lack of researcher intervention, skewed respondent sample, lack of interviews, or not observing the users systematically and linking the data to the experiences questionnaires, is unknown and would need further research.

7. CONCLUSION AND FUTURE WORK
We have presented a method for evaluating experiential user experience of interactive systems in the wild. The method combines two approaches from very different fields, human-computer interaction and tourism. Based on our findings and experiences from two real-world case studies, the proposed evaluation method produces practical results and shows potential. In Case I, it provided useful insights, while in Case II it helped us to identify issues to pursue in future iterations. The development of the evaluation method is an on-going process. Before further studies on the effects of different modifications are done, we advise using the method as described in Section 3 and utilizing it on small-scale studies. We highlight the relevance of gathering user expectations and using supportive data to understand the experiences and the reasons behind them. Although we used the method in public display evaluations here, we see no problem in utilizing it in other domains of interactive systems as well.

The methodology and findings presented here are first steps on the way to suggesting guidelines and best practices for evaluating experiential user experience of multimodal systems in the wild. We are not suggesting our approach to be superior over other methods, but it shows great potential, and currently, other appropriate methods for this purpose do not exist. In our future work, we are interested in validating the evaluation method in a more formal manner. This would consist of several studies of a single application with systematic modifications to the procedure, such as inclusion or omission of gathering expectations and varying the level of researcher to participant communication. Nevertheless, our results already suggest that the proposed approach is a practical user experience research method and its further development is a promising avenue of future work.
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ABSTRACT

This paper introduces a mobile dictation application with automatic speech recognition for healthcare purposes, and its evaluation in a real hospital environment. Our work was motivated by the need for improvements in getting dictated patient information to the next treatment step and the complexity of patient information systems. We designed, implemented and evaluated the application as a close collaboration between human-computer interaction and nursing science researchers. The application was evaluated as a Wizard-of-Oz scenario where two nurses used the application as part of their work routines and a researcher acted as the wizard, i.e., checked the recognition results before sending them back to the nurse. The nurse was then still able to edit the text and then copy it to the patient information system. Our main focus was to gather subjective feedback, and we gathered both user expectations and experiences from the participants. The results show true potential for our mobile dictation application.

Categories and Subject Descriptors

H.5.2 [Information Interfaces And Presentation]: User Interfaces – Input devices and strategies, Interaction styles, Haptic I/O, Voice I/O.

General Terms


Keywords

Speech recognition, healthcare dictation, evaluation, user expectations, user experience.

1. INTRODUCTION

Spoken language has traditionally been heavily used in healthcare field, where doctors commonly dictate information on patients. Manual typing of these dictations is still common but utilizing speech recognition is increasing. Through our discussions with professionals working in the healthcare area, we see problems in getting patient information effectively to the next treatment step: e.g., in the ward we piloted in, the dictated statements may take up to several days before they are available in writing. These are usually statements that are not so urgent, but there are queues and unnecessary delays also with critical dictations and their transcription.

According to Parente et al. [1] first speech recognition systems for healthcare reporting were developed almost twenty years ago, but still they are not widely used, especially within a language like Finnish, which is spoken only by 5.5 million people. One reason behind this is the fact that data for building speech recognition is not as readily available. This is particularly so for healthcare field, where language is very specific for each subfield and separate language models are often necessary, e.g., for doctors working in different fields. For Finnish language, the language modeling is challenging since it is a morphologically rich language. Thus, the recognition method cannot be based on fixed vocabularies because they would grow too big and be practically impossible to create. One example of utilizing speech recognition in Finnish healthcare is presented by Koivikko et al. [2], who followed radiologists changing from conventional cassette-based reporting to speech recognition based dictating.

Motivated by the paucity of using dictation applications with speech recognition in Finnish healthcare, we have developed a mobile dictation application for healthcare purposes to be used by doctors, nurses and other professionals in the field. While many studies on speech recognition in the area of healthcare have been presented, e.g., [1], [3], [4] and [5], these studies focus more or less on objective qualities, e.g., dictation durations and speech recognition error rates. Our main goal was to study the subjective user expectations and experiences of the mobile dictation application and automatic speech recognition from HCI perspective. In addition, the application features a mobile device in the form of a tablet computer, which is designed to support dictation during the regular work and enables not only dictation but also review and editing of both the recording and recognition result on the go. Our primary target user group for the application has been nurses. Most dictation applications in healthcare area are aimed for doctors, whose needs and types of dictations differ from those of nurses. The language nurses dictate is often closer to regular spoken language but still contains a lot of special vocabulary. Nurses also have more often a need for the mobile style of dictation, since they usually work and interact with numerous patients, often in short durations at the time. The work is done as a multidisciplinary collaboration between researchers.
from the field of human-computer interaction (HCI) and researchers from nursing science. In this paper, we report results from a pilot study in real-life environment.

The rest of the paper is organized as follows. First, we describe the mobile dictation application. Then, we present the evaluation in detail, including descriptions of methodology and data collection. Finally, we conclude by presenting and discussing the results, and their implications of future potential.

2. SYSTEM
The mobile dictation service is based on “MobiDic” system presented by Turunen et al. [6]. It consists of a mobile client and a server that communicate with speech-to-text recognition engines and M-Files document management system. The system is compatible with Nuance’s Dragon Mobile Dictate speech recognition service and Lingsoft’s speech recognition service. The system uses XML based Lightweight Dictation Model (LD-Model) from MobiDic to manage and model text counterparts for dictations.

The client application is used for recording dictations and for browsing and editing recognized text. Recordings and text counterparts are stored locally in the client and uploaded to the server. Server communication is done using Java SSL sockets and running them in threads in background. Therefore server communicant is transparent to users, as long as there are no network problems. After each recording, the audio is sent to server that redirects it for speech-to-text recognition service. After the recognition finishes the results are sent to the client and shown to the user. If recognition service provides n-bests for words in the results, they are represented by highlighting the words in red, as can be seen in Figure 1. The user can tap any word and type a replacement or choose an alternative word from the n-best list. While recording audio there is also the possibility to add punctuation marks into the text counterpart for the current time point. During audio recording an energy meter shows the current recording level and voice activity detection visualization is used to provide a simple view of the recorded audio. It is also possible to listen to parts of the audio by clicking on the bars on the view.

The server solution consists of five Java Standard Edition services and M-Files document management system running on Windows 2008 server. The Java services allow the client to upload audio and document metadata, which are stored and passed to speech recognition service. When the recognition finishes the results are exported into LD-Model. During this process, the server can pass the result to proof reading component, testing different n-best combinations and add new alternate suggestions to words based on proofing service suggestions. N-best results can also be sorted based on history information of users’ previous corrections with tablet UI. After that the client will automatically download text counterpart for the audio. The server publishes the recognition result as a text document also into the M-Files document management system. Files in the M-Files system can be accessed with secured browser interface, but the general case is that user’s files in PC are synchronized automatically over the Internet with files accessible by her profile in the M-Files, or M-Files is integrated into the patient data management system. The text counterpart, which can be modified in the tablet client, is kept synchronized with server backups and with M-Files system. Further, the M-Files system keeps the text counterpart synchronized with users connected to M-Files. Therefore it is possible for a user to edit text results in a tablet while another user, with given access to first user’s files (e.g., a supervisor), sees the changes in the corresponding document with her own device that could be any other device such as PC laptop.

Two modifications for the system were done for the evaluation. Lingsoft’s recognizer was exclusively used, because at the time for tests only that had a Finnish medical language model available for us.

While a medical language model was available, it was a generic one, based on doctors’ dictations. Since our target users for the first evaluation were nurses specialized in wound care, the language of their dictations differs quite much from doctors’ language. The most challenging difference is that there are many special products commonly used only in this field, and thus they were mostly missing from the language model. On our preliminary tests for recognizers with the medical language model and texts from the target user group, the word error rate average was varying between 28% and 50% depending on the user. Even though the nature of the errors was commonly a phrasing error or a letter missing from the end of the word making the context usually understandable, we considered there were still too many vital words for the scenario missing from the language model. Decrease in error rate and fixing the issue of missing words could be achieved with modern speech recognition techniques and engines with appropriate training material, but it was not possible to update the language model by the time of our test. In order to achieve the recognition level of a present day we ended up using a variation of Wizard-of-Oz technique.

The recognized text counterpart is partly corrected by a researcher before it is sent to participant’s tablet application. The researcher makes the corrections with the tablet UI on her own tablet with separate privileges and then sends the text back to the server. Then it is sent to participant’s tablet where it may be further edited as necessary. The wizard does not aim for fixing all the errors but filling the missing words and correcting significant substitution errors. The participants are not aware of corrections made by the researcher. They are only told that the speech is recognized into text on the Internet and the process takes some time. As a result to the WoZ technique, the time for recognition

The client is an Android tablet application with a WebView-based user interface that uses JQuery Mobile framework. WebView contains HTML5 and Jquery Mobile elements and events, CSS3 style sheets and simple JavaScript runtime operations.

Figure 1. The graphical user interface of the mobile dictation application.
progress will increase but the word error rate apparent to user will drop to acceptable level, thus allowing us to focus on the user experience aspects, while the language model is being improved. The equipment for the evaluation was an Android tablet computer and a headset enabling recording. The integrated microphones in the tablets we tested did not achieve an acceptable level of audio quality for the recognition. We also implemented logging for the system in order to gather objective data and find possible user patterns and support the findings of subjective data. The logging is accurate enough to re-construct the whole use.

3. USER EVALUATION

We conducted a user evaluation in real context with real users in one of the university hospitals in Finland. Here, we present the user evaluation in detail.

3.1 Methodology

The methodology was selected and modified taking into account the three main factors of user experience: system, context and user [7]. The data collection was planned so that it would benefit both research fields, i.e., HCI and nursing science. The core of gathering user expectation and experience data is based on SUXES methodology [8], but experiences after the use were collected also with the System Usability Scale (SUS) [9]. In addition to the more subjective data, we gathered background information and log data to support the analysis and findings.

3.1.1 Background interview

Before the actual test phase, the participants were verbally interviewed with a structure consisting of almost 40 questions. They were asked basic questions, such as age and working experience, but the main focus was on their practices on dictating or making entries into the patient information system. They were asked how frequently they do either of these, what information about the patient they record, and what systems they use. The participants were also interviewed about their habits considering making the dictations or writing the entries, e.g., when do they make them (during the treatment situation or at the end of their work shift) and do they make notes for the entries. We were also interested of frequencies, needed time, and the easy and the hard things in making the entries or dictations. As background information, the participants’ previous experience with tablet PCs and speech recognition was inquired as well. Further, they were asked about the potential of utilizing speech recognition in their work.

3.1.2 User Expectations and Experiences

We gathered subjective data from the participants utilizing SUXES [8] which is a method for gathering pre-usage expectations and post-usage experiences from users of an interactive system. In SUXES subjective opinions from the users are asked with a set of statements on properties or qualities of the system or, e.g., individual modality, and a seven-step scale ranging from low to high. Expectations before the usage are reported by giving two values for each statement: an acceptable level, i.e., the lowest acceptable level required for even using the system, and a desired level, meaning the highest level that can even be expected of the system or property. After the usage the users report their experiences giving only one value, perceived level, on exactly the same statements. The two expectation values, acceptable and desired levels, form a gap, where the experience value, perceived level, is expected to rank. The nine statements in the original form of the SUXES relate to speed, pleasantness, clarity, error-free use, error-free function, easiness to learn to use, naturalness, usefulness and future use. A statement can be structured, e.g., “Using the application is fast” and the users report their expectations/experiences by marking the levels the higher the faster they expect/experienced the application to be.

In order to suit the data collection for this case, we made some modifications to the original SUXES. For example, considering the great amount of time it takes to make the patient information system entries, in this context we wanted to gather user expectations and experiences not only on the dictation application, but also to compare the dictation application to the usually used entry practice of the participants. Thus, we asked the users’ opinions on the following comparative statements in addition to the “original” SUXES statements: “Dictating with the application is 1) faster, 2) more pleasant, 3) more clear, 4) easier than with the entry practice I normally use”; and “5) I would rather make the entries with the dictation application than with the entry practice I used before.” These statements were naturally included both in the expectation and experience questionnaires. The questionnaires were in electronic form and could be filled in using a typical web browser on a PC. The experience questionnaire included open questions in addition to the statements: the participants were asked how the dictation application changed their working practices, how speech recognition or the application could be developed, and they were provided with a chance to give free-form feedback.

Due to the multidisciplinary nature of the project, we gathered subjective experiences from the participants also with the System Usability Scale, SUS [9]. The SUS is originally designed to measure usability, but it has a strong subjective approach as the users themselves report the answers. Thus, the results gained by SUS can be considered as subjective user experiences of usability-related properties. In this article we will focus on the SUXES results, though.

3.2 Participants

In the first phase evaluation of the mobile dictation application we had two female nurses as participants. Both of them worked in a outpatient wound clinic: one (P2) of them worked there two days a week, and the other (P1) one day every two weeks. Participants’ background information, work practices and earlier experience on tablet PCs and speech recognition can be seen in Table 1. This data was collected before the start of the pilot.

<table>
<thead>
<tr>
<th>Table 1. Participants’ background information and usual work practices.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
</tr>
<tr>
<td>-------------------------------</td>
</tr>
<tr>
<td>Work experience in nursing/current unit</td>
</tr>
<tr>
<td>Do you dictate or write nursing entries?</td>
</tr>
<tr>
<td>How often do you dictate nursing entries?</td>
</tr>
<tr>
<td>How often do you write</td>
</tr>
</tbody>
</table>
nursing entries? | a work shift. |
---|---|
Do you make notes for the nursing entries? | Yes. | Yes. |
How many patients do you treat in a work shift? | 4–7 | 5–8 |
How much time dictating or writing nursing entries takes in a work shift? | About 80–100 minutes. | About 60 minutes. |
In what kind of situations speech recognition might be useful in your work? | In making the nursing entries. | In making it faster and easier to dictate and see the text. |
Could you dictate during the care situation while treating the patient? | Yes. | Yes. |
How much do you have experience on speech recognition? | I’ve heard/read about it. | No experience at all. |
How often do you use speech recognition (e.g., in a device or service)? | Not at all. | Not at all. |
How much do you have earlier experience on using a tablet computer? | I’ve tried one a few times at most. | I’ve seen one. |

3.3 Procedure

Before the pilot started, the participants were asked about their background information and work practices. The application was also introduced to the participants. The basic functionality was taught and they were able to ask questions concerning the application. After the introduction, the participants were asked to fill in their expectations as described earlier. Then, using the application the participants first dictated everything they would normally record directly to the patient information system. As mentioned earlier, Wizard-of-Oz approach was used and the human “wizard” checked and fixed the recognition results at this point. After the wizard had corrected the text, it was “published” and the original dictator, i.e., our participant, was able to see the recognized text in her tablet application. She was also able to edit the text if needed. Finally, she accessed the M-Files system with a web browser on a PC and copied the saved nursing text to be pasted into the patient information system. This was vital as our system was not communicating with the patient information system, and not missing any patient information was obviously our top priority.

After the pilot the participants filled in their experiences on both the SUXES and SUS questionnaires. The pilot lasted in total three months. During this time we gathered 30 dictations from participant 1 and 67 dictations from participant 2.

4. RESULTS AND DISCUSSION

User expectations and experiences on the application, i.e. the results on the “original” SUXES statements, are presented in Figure 2 (A). The participants had high expectations about the dictation application: the desired level is 6 or 7 on all statements. Despite the high hopes, almost all of these expectations were met. Not only did the participants feel the application was fast, pleasant, clear and natural to use, but they also felt it was easy to learn. When considering we are talking about introducing new technology in a working environment, usefulness and willingness to use the new technology again are probable the most important properties measured here. Our participants experienced the mobile dictation application to be highly useful and they would clearly like to use it again. It should be noted that experienced usefulness alone is not always enough: if the users have the option to choose whether to use a new or an old way of doing things, they most probably will choose the familiar and safe option if they do not have a subjective desire to choose the new way.

Practically the only negative experiences can be seen considering error-free functioning, which was in addition experienced differently by our participants. These negative, or modest, responses are rather well explained by the fact that there were technical problems with the wireless Internet connection during the evaluation. Due to strict regulations, our pilot usage was dependent on the hospital network connection, and unfortunately we were unable to address the network connection problems during the evaluation. Results concerning the dictation application compared to the normally used entry practice (B). Grey boxes represent the median expectations (acceptable–desired levels), and black circles represent the median experiences (perceived levels).

Figure 2. User expectations and experiences on the mobile dictation application (A), and compared to the normally used entry practice (B). Grey boxes represent the median expectations (acceptable–desired levels), and black circles represent the median experiences (perceived levels).
Further, open questions revealed that the participants did not find the headset interfering with the dictating. In fact, they were ready to use it daily if it was a prerequisite for using the application. By introducing speech recognition and dictation application they could now check the text at that moment, while before it took about a week before the text was available for the participant who normally dictated her nursing entries. Neither of the participants reported missing speech commands or buttons. When asking for development areas, the participants wished for a better recognition for compound words. The other participant (P2) also mentioned that the unreliability of the Internet connection took some unnecessary extra time when sending the files.

Obvious willingness to use our application in the future combined with other positive responses, shows a great potential for introducing such a system for Finnish healthcare – not only for dictation purposes, but also as a true option for writing the nursing entries. Be it these are experiences of only two users, they were professionals working in the field, and thus, the application shows a good starting point for further development.

5. CONCLUSIONS

We have presented a mobile dictation application with automatic speech recognition for healthcare. While a more accurate language model for nurses’ purposes is being developed, we evaluated the application using a Wizard-of-Oz scenario: medical language model based on doctors’ dictations was used for the speech recognition, the results were then finished by a researcher, and finally, sent to the participant’s tablet application. The user experiences received from the nurse participants indicate that introducing such an application for Finnish healthcare is warmly welcome: the nurses get a transcript of their dictations almost immediately as opposed to at worst a week, they now have to wait for the text counterpart. Our results show true potential for the approach, thus making our further development and evaluation plans towards a pleasant, useful, and fully automated dictation-to-text process very relevant for Finnish healthcare.
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Abstract. We have created story-based exercise games utilizing light and sound to encourage children to participate in physical exercise in schools. Our reasonably priced technological setup provides practical and expressive means for creating immersive and rich experiences to support physical exercise education in schools. Studies conducted in schools showed that the story and drama elements draw children into the world of the exercise game. Moreover, children who do not like traditional games and exercises engaged in these activities. Our experiences also suggest that children’s imagination plays a great role in the design and engagement into exercise games, which makes co-creation with children a viable and exciting approach to creating new games.

Keywords: Exergaming, interactive lighting, storytelling.

1 Introduction

There is great need to encourage children and adolescents to engage in physical activity. Childhood obesity is a serious and increasing challenge to public health [1] and regular physical activity in childhood and adolescence is shown to improve health and quality of life [2]. Physical Education (PE) classes in schools play an important role in guiding children to lead a life with healthy amount of exercise, but the actual time available for physical activity can be low [3]. Furthermore, there are children who find physical exercise and sports unpleasant or uninteresting. Supporting the improvement of physical abilities through games could potentially increase the chances of engaging in and benefitting from the positive outcomes of physical activities [4]. One way to foster health-related behavioral change is to use video games designed for this purpose [5]. Especially exertion-based games have been shown to stimulate physical activity in inactive children [3], and to increase energy expenditure over sedentary activities [6].

We have devised a game-based approach to physical exercises, where storytelling and dramatic elements, such as interactive lighting, guide and motivate children. The
Creating Immersive Audio and Lighting Based Physical Exercise Games for Schoolchildren

The aim is to make physical activities more pleasant and motivating for children who find current forms of exercise uninteresting or even intimidating. Our prototype is targeted for 7–12-year-old schoolchildren and is played during a PE class under the supervision of a teacher.

We aimed at a solution that would be economically viable for schools. It consists of a laptop computer, audio speakers, a wireless gaming controller, and a small set of computer controlled lighting fixtures in a mobile trolley. The whole solution can be assembled for about €1000. The setup, augmented with additional hardware like motion sensors and a projector, can be used for many other applications in schools, for example for teaching mathematics or physics in a more immersive way.

The prototype has been studied in situ in PE classes and at an interactive science fair, where several new games were co-designed with children. Our results indicate that it is possible to create immersive and engaging, story-driven exercise games using a small set of lighting hardware and audio. From these simple elements, children’s imagination can create rich experiences, which engage even the children who do not enjoy usual PE class activities.

2 Related Work

With the introduction of the Nintendo Wii controller and the Microsoft Kinect, health and activity related games have become popular. Brox et al. [7] differentiate between genres of such games: educational games, persuasive games, and exergames. Educational games are primarily designed for improving health literacy. Persuasive games, on the other hand, attempt to modify players’ behavior, be it increases in exercise or adjustments of dietary habits. Finally, exergames are video games that are used in an exercise activity [8]. Definitions of exergames state the games either encourage physical exercise [6] or their outcome depends on the physical activity [9]. Exergames can be categorized according to dimensions such as the nature of the gaming aspects, technological enablers, the type of physical activity, and engagement.

Exergame user interfaces range from free motion interfaces, i.e., games where the players can freely move their body, via exercise equipment to traditional electronic interfaces, and game worlds can be categorized as virtual, like in traditional video games, augmented reality, or reality based [10]. Most of the existing exergames reviewed by Yim and Graham [10] are based on a virtual world or augmented reality, and are either free motion interfaces or utilize some form of equipment.

To be successful, exergames must both make the players exercise effectively and attract them to play long and often enough [8]. Sinclair et al. [8] provide dual flow model, based on the concept of flow state [11], which combines attractiveness and effectiveness, and focuses on challenge level and skill level both from the psychological and physiological sides. Baranowski et al. [5] list features that make games appealing and potentially efficient as behavior change tools, interactivity and personalized, interactive goal setting and tailored feedback being the key aspects. However, they place more focus on the immersive and attention-maintaining nature of games and identify stories and fantasy as tools for reaching this goal.
Many researchers raise the issue of social aspects and feedback in exercise motivation. Bekker et al. [12] raise motivating feedback as their first design value. Allowing players to create their own game goals can be greatly beneficial for the longevity of the exergame, and supporting social interaction patterns is important. Park et al. [13] supported interpersonal synchrony to leverage the positive social effects of “improving rapport and entitativity” and also make exercises more enjoyable. Social aspects are also noted as important for improving motivation by Yim and Graham [10]. They instruct to avoid systemic barriers to grouping and to actively assist players in forming groups. They also suggest that music should be used, and that leadership should be provided for novice players. Players should also be provided achievable short and long-term goals, but at the same time the design should hide players’ fitness level to minimize demotivating messages.

The guidelines mentioned above help make the games attractive to players, but to ensure effectiveness, also the physical activity should be appropriately designed. The design should consider physical exercise parameters (intensity); the game must be playable for the required time period (duration); and the game should provide structure, where proper warm-up and cool down take place in addition to the actual exercise [8]. The exercise level can be adjusted per player either by using appropriate sensors, e.g., by a heart rate monitor, or by collecting explicit user input. This way, exercise levels can be balanced according to user’s fitness, motivation, and goals.

3 The Lighting-Based Exercise Game Concept

The proposed game concept is designed for physical education classes in grade school where the entire class can play the game together. The game uses lighting hardware that can project light on different parts of the room. The lighting and audio create an immersive story environment. In the games we have built, stories have a central role, and the games ask players to cooperate and work towards a common goal instead of competing with one another. The games do not have direct response from players’ actions to game events. Instead, the teacher acts as the intermediary and controls the progress of the game using a wireless controller. Children were often unaware of the human in the loop in our evaluations. The use of human supervisor minimizes technical challenges while keeping the game interactive. This also improves safety since the teacher can stop the game in case of any hazards.

Our main goal is to address the children who do not like the usual activities that take place during the PE classes. The challenge has been addressed before by using exergames by Fogel et al. [3]. Many children can feel that they are not performing well enough in the environment where other children are watching their activities and tend to react by minimizing their participation. This low self-efficacy aspect has been identified as an important factor in demotivating people [14]. Our game design has no explicit goal of behavioral change, but activating inactive children and providing positive exercise experiences will hopefully help them towards a more active lifestyle. To encourage participation, the game asks all players work together towards a shared goal. A single player is never in focus and actively observed by the others. The game
is designed to capture the focus and most of the time the players follow the moving lights. The room is dark during the game, except for the lit areas, and the darkness provides some comfort to those shying from attention. Finally, the immersive story draws the players in so that they want to participate.

4 Technical Setup

The system consists of a laptop PC, audio speakers, a Playstation Move® wireless gaming controller, a moving head light fixture, and optionally fixed lights and a projector. The hardware is mounted on a 1 by 1 by 1.8 meters (w, d, h) sized trolley (Fig. 1). The trolley enables easy transportation of the hardware and acts as a physical extension of the virtual characters in the story.

The moving head light (Stairville RoboHead X-3 LED) on top of the trolley has three independent 540-degree joints, and can rotate 360 degrees in about 2 seconds. It creates a sharp, round spot with a diameter of 40 centimeters when pointing down on the floor next to the trolley. Light output is about 15,000 lux at one meter. Color filters alter the spot color while brightness can be adjusted gradually. Optional fixed lights include four RGB LED Par lights on the lowest level of the trolley that illuminate the floor on each side, and an RGB LED flood light on the second highest shelf that points upwards to an inverted pyramid shaped reflector.

4.1 Software Architecture

The software consists of an interface component for communicating with the wireless controller, a lighting controller using DMX512 protocol to control the light fixtures [15], a component (AVplayer) that can display graphics, play audio files and control speech synthesizers via Windows SAPI interface, and a central logic component.
Games are modeled as state machines using XML markup. Entry to each stage can produce sequences of lighting adjustments and audio. Moves to new stages can be triggered with timers and by pressing buttons on the controller. Scripting can be used for more complex logic.

Audio consists of speech generated with a speech synthesizer and a set of audio files to provide music, sound effects and soundscape. In our initial game, a Finnish language synthesizer by BitLips was utilized. The speed and pitch of the voice were modified to create two different voices. In an extended version, audio files pre-generated with BitLips, Acapela and Loquendo synthesizers were used, different synthesizers playing the different roles. Distortion and echo was added to the BitLips files to make it sound more menacing. The use of speech synthesis, as opposed to prerecorded audio with voice actors, enables fast prototyping and quick changes to the game. This was seen more beneficial than the improved dramatic effect of recorded actors’ voices. In particular, the use of a synthesizer enabled us to prototype games during workshops, as they were co-created with children (see Section 7).

In addition, background music tracks loop during the different parts of the story, the story characters have identifying soundscapes that play when they enter and there are some sound effects for story and game events.

Playstation Move controller is used to control the progress of the game. At the end of each activity, the operator presses a button when the task is finished. Two buttons are used so that the operator can mark the task success quality (“okay” or “excellent”). Additional button can be used to replay the last instruction in case the players had trouble understanding instructions or there was some mishap, which interrupted the game. This type of controller was chosen because it provides a wireless method of control and does not draw unnecessary attention to technology, but can rather be integrated into stories, for example, as a magic wand.

5 Story and Exercises

We have developed two versions of the game. The initial 10-minute version of the game consists of a story where the “Light” attempts to stop the “Shadow” from destroying the world. It was used in an initial evaluation to validate the fundamental concept and collect initial reactions from children. For the second, extended version, we modified and expanded the story to its full length so that it fills a 60-minute PE class. This version was subject to more extensive testing.
5.1 Initial Version

The first version of the game uses only the moving head light and speakers. The game is played in four groups formed before the game starts. The game starts with an introduction, where the story and characters are presented. Some physical activity is also encouraged at this point. The second part is warming up where participants are instructed (by the Light character) to do some stretching, squatting, etc. Some of the exercises are done simultaneously by all players while others are done group by group so that the light points at the group who is taking turn. Next, four small exercises, each including moving from one place to another (by jumping, one-leg jump, crawling, climbing) are done one group at a time. Motivation for these exercises is given in the story, e.g., crawling is necessary so that the Shadow would not notice the players. Next exercises are done simultaneously by all players participating, e.g., they jump up and down all at the same time to cause an earthquake which would collapse the throne of the Shadow. In the end, the story is wrapped up.

During the game, the two characters are signified by their voice, the soundscape, sound effects, and lighting. Presence of the Light character is signified with white light while the Shadow is represented by a red spotlight. Some exercise sequences also feature colors specific to a group of players. Both the Light and the Shadow address the players directly in their speech, although only the Light tells the players what to do.

5.2 Extended Version

In this version the game starts with an introduction by a narrator. When the actual game starts, the Light character guides the players and the story goes through four stages: awakening, empowerment, calling, and battle. The awakening part consists of four slow stretching and warm-up exercises. Empowerment contains four more active and physical exercises. Calling part is even faster, containing lot of movement around the space in its four activities. Finally, the battle is the most physical part, consisting of four tasks with fast movements in various ways. Once the story part finishes in the end of the battle, the narrator returns and takes the players through a cool-down phase consisting of three slow, relaxing activities. Each part has its own music, and music style and tempo match the level of activity aimed for the part.

The second version incorporates the five fixed RGB lights, four to illuminate areas on the floor and one to provide overall illumination to the room. Use of a reflector pyramid also created a strong visual point in the tower. We also added a projector and projection screen to display a signature image for both the Shadow and the Light characters, stars to signify players’ success, and images of animals and elements that are awakened and called to help the players during the story.

In this version, the teacher rates activities on binary scale, each activity rated to be either acceptable or great performance. The feedback is given immediately by speech output and after each exercise set, one, two or three stars are displayed with the projector based on the performance.
6 Evaluations

6.1 Initial Version

The system was evaluated with five groups of 5th and 6th graders (11–13 years old) during two days. The group sizes ranged from 8 to 20 children, some groups consisted of only boys or girls while others had both. In total there were over 60 participants. The system was set up in a small gym in the school. Each group’s own teacher was present and the system was operated either by the teacher or a researcher. Two to three additional researchers were also present and the sessions were videotaped. After the initial introduction, which included positioning the participants in groups around the trolley, participants followed the system’s instructions. Teacher or researcher instructed the children if they had problems following instructions.

The system was updated after the first day based on our observations. There seemed to be too much waiting without any physical activity during the introduction and some children jumped when the spotlight passed their feet. Therefore an explicit instruction to jump was added.

Method. Subjective questionnaire and interview data was gathered. Almost all participants, 61 in total, filled in a questionnaire and most also participated in interviews, which were conducted in small groups (about 5 persons). The questionnaire included 21 statements which were answered on a scale consisting of three smiley faces, i.e., happy, neutral and sad face. These statements concerned the overall thoughts of the system (e.g., would they like to play again, was it boring), the fluency of the game (e.g., did they understand the instructions, was it too slow), the physical strain of the game (e.g., did they get winded, were the tasks too easy), and the atmosphere of the game (e.g., was the atmosphere good, did they feel outsiders during the game). In addition to the statements, an overall grade between 1 and 10 for the game was inquired, and open-ended questions were asked: the participants were able to tell what was best and worst in the game, and how could it be made more interesting.

Results. Our findings indicated that the basic concept works well: the system received a favorable average overall grade of 6.84 (SD=2.199), and although some of the children testing the system were a bit older than our target age of 10 years, they were still observed to get into the game and enthusiastically participate in the exercises. Both interviews and observation showed that the current design had too much waiting and too little exercise. Addition of feedback on performance was the most common request in the interview feedback: the static structure of the game provided no feedback on players’ activities; they could not fail or affect the outcome in any way.

Other opportunities for improvement were also identified. Use of speech synthesizer made the speech somewhat hard to understand, the two characters sounded too similar which reduced the emotional effect of the story. This was found both from player feedback and observations. Also, the group size of twenty was too big for the combination of the activities and the very small gym where the tests took place. Congestion resulted when groups were supposed to move into the same area and especially when all players chased the light spot as one group.
Overall, while many ways to improve the experience were found, our observation of the tests showed that the fundamental concepts, i.e., the use of audio and lighting created a very powerful effect, immersing the players the very moment the game started. Based on the results, we continued the development.

6.2 Extended Version

The second version was evaluated in a different school with 110 participants (56 girls, 54 boys) over the course of a week. The ages ranged from 1st graders all the way to 6th graders, i.e., the participants were 6–11 years old with a mean age of 9.1 years (SD=1.1). The participant groups were classes either as one or two groups. Almost all participants (97%) liked physical exercise and 77% reported to exercise in their free time, while 42% practiced some team sport. These background variables were not affected by gender. However, boys were more active players of videogames than girls out of the participants who reported playing videogames (74% of respondents).

The teacher was present in most cases but the game was introduced and controlled by a researcher. Additional researchers were present and sessions were videotaped. After the introduction, the researcher remained silent, unless there were significant troubles, which occurred only in a few cases. The fact that the researcher was rating the performances was not told to the children. The game was again updated slightly after the first day, shortening or splitting some of the longest instructions. Some were so long, that the players could not remember all the relevant information and got bored. We split such instructions into two parts and included first part of the activity in between, where possible.

Method. We collected subjective experiences with a questionnaire, which was filled in afterwards in class by all the children who played the game. We modified the questionnaire to address some modality-specific statements and shorten it overall. The open-ended questions remained the same but the amount of the experience statements was narrowed down to 13, and they were answered with “Yes”, “No” and “I don’t know” options. The final statements were (translated from Finnish):

1. Playing was hard.
2. I would like to move this way again.
3. Exercising was now more pleasant than usually on PE classes.
4. I understood the instructions of the exercise tasks well.
5. I understood the speech well.
6. The speech voice sounded pleasant.
7. The music and the voices of the game were compelling.
8. The lights of the game were compelling.
9. I found the game irritating.
10. The story of the game was interesting.
11. The exercise tasks were too easy.
12. I could move with my own style.
13. I felt like an outsider in the game.
The overall grade for the game was reported with a five-step smiley face scale ranging from extremely sad to extremely happy as an answer to the question “How much did you like of the game as a whole?” Background questions included age and gender, do they play videogames, do they like physical exercise, do they do exercise in their free-time and do they practice some team sport (e.g., football, ice hockey).

**Results.** The median overall grade for the game was 5 out of 5, and almost 60% of the participants gave the system the extremely happy face. Neutral or a little sad face was selected only by 16% and none of the participants selected the extremely sad face. The participants would like to move this way again (76%) and they felt that exercising was now more pleasant than usually on gym classes (72%). The majority (66%) experienced the music and the voices to be compelling, and even more (78%) saw the lights of the game to be compelling. Only 6% of the participants reported they felt like an outsider in the game and only 5% stated playing the game was hard.

There were several statistically significant (p < 0.05) interactions between the experience variables (according to Pearson Chi-Square test, “I don’t know” responses set as missing values). For example, whether the participants would like to move this way again had an effect on almost all the other responses as well: only difficulty of playing (statement 1), understanding the speech (5) and feeling an outsider (13) did not interact with willingness to move this way again. Similarly, the overall rating affected almost all other experiences while only difficulty of the game (1), ability to move with own style (12) and feeling an outsider (13) had no interaction with the overall rating of the system.

Remarkably, all 17 participants who did not exercise in their free-time felt that exercising now was more pleasant than usually on gym classes (3). We also observed gender related differences in experiences. Girls felt more often (in fact, all girls) that exercising was now more pleasant than usually on gym classes (X² = 17.848, df = 1, p = 0.000) and they also liked the game as a whole clearly more than the boys. Boys, on the other hand, experienced the speech sound less frequently pleasant (X² = 4.262, df = 1, p = 0.039) and the music and voices less compelling than the girls (X² = 5.643, df = 1, p = 0.018).

Age seems to have had slight effect on almost all of the statements: older participants received the system a bit more negatively. The differences in other statements are not that surprising as the story approach of the game may feel a little childish for the oldest children. The only statements that were not significantly affected by age were difficulty of playing the game (statement 1), easiness of the exercise tasks (11), ability to move with own style (12), and feeling an outsider (13).

### 7 Co-creation of Games with Children

A set of five workshops was held in a science-themed event to further develop the game concept with children. The event took place in a large, dimly lit indoor arena, which was split into about 80 booths. The workshops took place in a 5 by 8 meter booth, enclosed by 2.5 meter high white walls on three sides. The light setup consisted of one moving head
fixture (Martic Mac 300) and four fixed lights RGBW LED fixtures. A pair of active
speakers was used for audio and the games were controlled by a researcher operating the
laptop where the games were created and run.

In each workshop, a group of 10 to 15 schoolchildren participated and a new game
was created. Each workshop lasted 70 to 85 minutes. Participants were free to leave at
any time, and in some cases about a third of the participants left after half an hour.
Each workshop started with an introduction where the functionality of the lighting
hardware was demonstrated. Next, an example game (a 10-minute shortened version
of our extended game) was played and after this the actual game design started. The
game was designed and implemented during the workshop so that different parts of
the game were tested during the development and the full game was played at least
once in the end. The created games were finalized after the workshop by adding miss-
ing parts like instructions, which were unnecessary for the participants themselves,
and fixing other remaining issues. The resulting games were then tested on the last
day of the event when interested event visitors were allowed to play the games.

Landry et al. [16] note that it is a challenge to make children aware of the physical
and virtual potential of interactive technology. Like them, we made children try out
the system to foster understanding of the system, and in addition added an introduc-
tion of the technology. However, we went mostly story first and this seemed natural
to children. Our process was different from that of Landry et al. in that we worked all
the time as one group. This was problematic in larger groups since not everybody
could provide their input, and splitting into smaller groups could have worked better.
In the end, the exercise and gameplay ideas were less imaginative and followed more
on what was in the example game, which suggest the children were biased by their
initial exposure to the game environment. However, when testing the games on the
last day of the event with interested children, we found that the created games worked
well. In particular, the very simple description of the game world (e.g., “You are in
the jungle, you are small monkeys.”), together with lights, was enough to create im-
mersive environments as children’s imagination did the rest. The players also did the
necessary interpretations to figure out ambiguous instructions.

8 Discussion and Conclusions

We built light and sound based exercise games for children. Our evaluations showed
that it is possible to create strong, immersive experiences with this technology, capa-
bale of pulling children into the world of a story. The use of simple graphics did not
seem to significantly improve the effect, at times the opposite. Speech was found to
be a powerful way to tell a story while sound effects are very important in building
the atmosphere. The story does not need to be told in detail; very simple descriptions
of stereotypic scenarios are enough as players’ imagination takes care of the rest. This
means that creating new games does not require particular skills in storytelling. The
most important part in writing games is to keep the length of the instructions short and
keep players active. The story should incorporate activity and the instructions on what
to do should be given at the time the players are supposed to do something.
The basic concepts seemed to work exactly as envisioned, with children participating in the physical activities even if they did not usually like sports and such children reported liking the game more than the usual PE class activities. The facts that the games did not contain strong competitive elements and that the focus is on lighting and the story seemed to help achieve this goal.

The age range of children to which the same game seemed to appeal to was a positive surprise. The original target group was children around 10 years of age. However, even 6-year-olds could easily follow most of the instructions and were very interested in the story. Among children approaching the age of 12, the number of persons considering the game too childish did increase, but many of those who “misbehaved” still did so within the fiction of the game. Only a couple of the most mature children did their best to remain uninterested in the world of the story.

Following the suggestions by Yim and Graham [10] was helpful to the overall success: the application of music clearly made the experience more engaging and guided players toward the tempo we aimed for in the different exercises. The game also gave direct instructions to players, thus providing leadership. Early on, the users did not yet follow the instructions from the system without hesitation. This changed when they noticed that the game progressed when they did what was asked.

The current version of the game has the temporal extent of one exercise session, i.e., less than an hour. This means the goals we provide to users are only short and medium term goals. We plan to introduce long-term goals, for example by creating alternative endings to the game depending on players’ performance. This could also provide implicit exercise goals, while still hiding players’ fitness levels, which is relevant in helping children with low self-efficacy. In our current solution, we supported players’ self-efficacy during group activity by keeping the story at the center of attention and not putting any individuals in focus during the game. Together, the above aspects created an atmosphere where everybody could enjoy the game without worrying about their performance. The overall design focused on the entire group working together to accomplish a common goal. In this sense the game facilitated grouping and group support. In the second version, there were no elements separating the players. This can also be considered a limitation, since the players could not get the kind of support they could get by forming smaller groups.

Above all, exercise games must also be fun in order to be efficient [8, 10]. We feel the game reached this goal. The lighting and audio provide an immersive and novel experience and the spatial nature of the moving spot light naturally encourages physical activity. We also feel that the game matched reasonably well the players’ abilities.
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A B S T R A C T
Motivated by the troubling news on decreased exercise amount and increased obesity among children and adolescents, we investigated the possibilities of interactive lighting technology in encouraging children to participate in physical exercise in schools. We have created a story-driven physical exercise game based on light and sound utilizing a reasonably priced technological setup. The game has been evaluated with several groups of schoolchildren during physical education classes. The results show that a physical exercise game enhanced with lighting and audio keeps schoolchildren motivated both mentally and physically even after several playtimes. In subjective evaluations, participants still found the story of the game interesting after three playtimes, and were eager to exercise this way again.

1. Introduction

There is a great need to encourage children and adolescents to engage in physical activity. For example, only 29% of high school students in the United States report sufficient daily physical activity levels [5]. Time previously spent on physical activities is increasingly spent on video gaming and other forms of sedentary entertainment. Increasing children’s motivation and interest in their health and physical activities is important, since childhood obesity is a serious and increasing challenge to public health [16], and regular physical activity in childhood and adolescence is shown to improve health and quality of life [14]. Physical education (PE) classes in schools play an important role in guiding children to lead a life with healthy amount of exercise. However, the time available for actual physical activity can be low [6]. Furthermore, there are children who may find physical exercise and sports unpleasant or uninteresting for various reasons, such as poor coordination of movement. Supporting the improvement of physical abilities through games could potentially increase the chances of engaging in and benefitting from the positive outcomes of physical activities [12]. One way to foster health-related behavioral change is to use video games designed for this purpose [1]; exertion-based games have been shown to stimulate physical activity in inactive children [6] and to increase energy expenditure over sedentary activities [15]. This suggests that exertion-based games are a potential approach for promoting the physical health of children.

We have designed a game-based approach to physical exercises, where storytelling and dramatic elements, such as interactive lighting, inspire and guide children in the exercise activity. The aim of the system is to make physical activities more pleasant and motivating for those children who find current forms of exercise unpleasant or even intimidating. The proposed prototype is targeted for 7–12-year-old schoolchildren and is meant to be played during PE classes together as a large group under the supervision of a teacher.

Modern technology provides many possibilities for implementing exercise games, but we aimed at a solution that would also be economically viable for schools. The total cost of the implemented system is projected to be less than two thousand euros. It consists of a laptop computer, a set of audio speakers, a wireless gaming controller, or a mouse, and a set of computer-controlled lighting
fixtures mounted into a mobile trolley. The physical setup, augmented with additional hardware like motion sensors and a projector as necessary, can be utilized for many other uses in schools as well, for example teaching mathematics or physics in a more immersive way. Although obviously very relevant for school context, pedagogical aspects are not in the core of this article. Instead, we focus on the entertainment aspects of the game. Thus, subjective experiences gathered from the children themselves form the central message and contribution of this article alongside with the introduction of a novel system for improving physical education classes.

The proposed prototype has been iteratively developed and studied in PE classes with several groups of schoolchildren [9]. First, a short version of the game was evaluated in order to validate the viability of the concept in general, and after extensive development work, a complete version has been studied with close to 300 schoolchildren in total. Here, we focus on the complete version and its evaluations. The results indicate that it is possible to create immersive and engaging, story-driven exercise games using a small set of lighting hardware and audio. Children’s imagination can create rich experiences from rather simple elements, and the resulting experience helps minimize feelings of exclusion. Our long-term evaluation results also show that it is possible to maintain children’s interest towards the game with rather simple stories and game elements.

In this article, we first cover related work on exercise games and their design challenges. Then, we introduce the context of our research, and the audio and lighting based exercise game we developed. Finally, we present our in situ evaluations and the results focusing on user experiences, and conclude by discussing the implications of our findings.

2. Related work
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With the advances in consumer electronics, such as the introduction of the Nintendo Wii controller and the Microsoft Kinect, health and activity related games have become popular. Brox et al. [3] categorize such games into three genres: educational games, persuasive games, and exergames. Educational games are primarily designed for improving health literacy of both children and adult population. Persuasive games, on the other hand, attempt to persuade people to modify their behavior, be it increases in exercise that may be reluctant to engage in the more traditional forms of exercise. Whitehead et al. [9] studied in PE classes with several groups of schoolchildren [9].
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means to share rhythmic information between people doing possibly different exercises. Yim and Graham [17] also note that social aspects can be important in improving motivation. They instruct to avoid systemic barriers to grouping and to actively assist players in forming groups. They also suggest that music should be used and leadership should be provided for novice players. Players should also be provided achievable short and long-term goals but at the same time the design should hide players’ fitness level to minimize demotivating messages.

Bekker et al. [2] also present design values well applicable to exergames. Providing motivating feedback can be considered a fundament to successful games. Allowing players to create their own game goals can be greatly beneficial for the longevity of the games, and supporting social interaction patterns is important.

The guidelines mentioned above help making the games attractive to players but to ensure effectiveness, the actual physical activity should be appropriately designed. The game design should consider physical exercise parameters (intensity); the game must be playable for the required time period (duration); and the game should also provide structure, where proper warm-up and cool-down take place in addition to the actual exercise [13]. The exercise level can be controlled by careful exercise design and adjusted per player either by using appropriate sensors, e.g., by a heart rate monitor, or by collecting explicit user input. This way, exercise levels can be balanced according to user’s fitness, motivation and targets.

3. The lighting-based exercise game concept

The proposed game concept is designed for physical education classes in elementary schools (see Fig. 1 for an example game situation). Unlike most exergames, the game is played in large groups to suit the school context, where an entire class can play the game together. The game uses lighting hardware, which can project light to different parts of the space. The lighting and audio create an immersive story environment. In the games we have built, stories have a central role, and the games ask players to co-operate and work towards a common goal instead of competing with each other. The game concept has been evaluated with children throughout the design process, for example, in informal “pre-evaluations” where the appropriateness of particular aspects of the design, such as characters, and light and movement patterns, were evaluated by observing children’s reactions.

The story is told via audio; different characters speak to players. Players help the good character in the game by following his instructions, and at times they must escape the attacks of an evil character. In addition to speech, sound effects and music are used to enhance to mood and set the rhythm for some exercises.

The lighting is used to the extent of setting mood and for effects but most importantly, it plays central role in most of the exercises. The hardware can project a spot light anywhere in the gaming area and move it around. In addition, larger areas of the floor can be lit with colored lights. This possibility to specify locations and areas with the lighting is used in the exercises; at different points in the game, players are instructed, e.g., to follow a moving spot of light, avoid red light from any of the light fixtures, jump when moving spotlight passes them, time their breathing according to the changing light colors, jump when lighting flash is seen and so on. During the development, we have noticed that many of these actions are natural to children. For example, they sometimes start to jump whenever a spotlight passes their feet, even if they have not heard any instructions to do so.

The game does not match the stereotypical definition of an exergame, since it does not have direct response from players’ actions to game events. Instead, a teacher acts as an intermediate and controls the progress of the game using either a wireless controller or a mouse. This minimizes technical challenges and improves safety (because the operator can affect the pace of the game, e.g.) while keeping the game interactive. In our evaluations the children were often unaware of the human in the loop.

Our main goal has been to motivate children who do not like the usual activities of the PE classes. The challenge of inactive children in physical exercise classes has been addressed using exergames before by Fogel et al. [6]. Many children feel that they are not performing well enough in the environment where other children are watching their activities and tend to react by minimizing their participation. This low self-efficacy aspect has been identified as an important factor in demotivating people [7]. Our game design has no explicit goal of behavior change, but activating inactive children and providing positive exercise experiences will hopefully help them towards a more active lifestyle. To support everybody’s participation, the game is designed so that all players work at the same time towards the same goal. A single player is never in the focus and actively observed by the others; all children perform the tasks at the same time, never one by one. The game captures the players’ focus and most of the time the players’ attention is on the moving lights and the audio. Apart from the lit areas, the space is also kept dark during the game, and the darkness provides some comfort to those who do not want to get attention. Finally, the immersive story draws the players in so that they want to participate.

4. Technical setup

The system consists of a laptop PC, a pair of active speakers, a moving head lighting fixture, five fixed lights and optionally a

![Fig. 1. An example game situation and the trolley with full system setup.](image-url)
projector. For input, either a Playstation Move controller® or a regular mouse is used. The hardware was originally mounted on a 1 by 1 by 1.8 m (w, d, h) sized trolley, but due to physical limitations of storage spaces the height had to be decreased to about 1.4 m. The moving head light is situated on top of the trolley. The trolley enables easy transportation of the hardware and becomes a physical extension of the virtual characters in the story. The content and layout of the trolley can be seen in Fig. 2.

The central component of the physical setup is the moving head light, which can project a colored spot into any direction. The light fixture we have used is Stairville RoboHead X-3 LED. It creates a sharp, round spot with about 13 degrees opening angle, resulting the diameter of 40 cm when the spot points down on the floor next to the trolley. Light output is about 15,000 lux at one meter. There are 8 different color filters, which can be used to alter the spot color. The brightness of the color can be adjusted gradually. The light has three independently moving joints, each with 540-degree movement range so that it can be pointed at any direction. The geometry of the light, consisting of three rotating joints, enables it to project the spot on the floor very close to the trolley without the trolley blocking the light. The light can rotate 360 degrees in about 2 s from stand still.

There are four LED-based PAR light fixtures placed on the lowest level of the trolley, illuminating the floor on each four sides of the trolley. Two different fixtures were used in different evaluations, with light output of roughly 3000 and 6000 lux at one meter. Opening angle in both lights was around 30 degrees with gradual fade on sides. The fifth light is an LED-based flood light sitting on the second highest shelf of the trolley pointing upwards to an inverted pyramid shaped reflector on the bottom of the top shelf. This lighting setup is suitable for a common, basketball court sized gym; the moving head fixture is capable of creating a strong and clear spot on any wall, while the lights illuminating the floor create colored areas visible about five meters from the trolley.

A Playstation Move controller®, or a mouse, is used to control the progress of the story. At the end of each segment where players are supposed to do something, the operator presses a button when the task is finished. Two buttons are used to rate the task success quality (okay or excellent). Additional button can be used to replay the last instruction in case the players had trouble understanding instructions or there was some mishap which interrupted the game. The wireless controller was originally chosen in order to provide a wireless method of control: because the trolley is in the middle of the space and the operator on the side, the children do not have to move over wires. In addition, a wireless controller does not draw unnecessary attention to technology, but can rather be integrated into stories, for example, as a magic wand. Although the wireless controller would have been the optimum, and was used in the first evaluation, we decided to use a regular mouse in the most recent evaluation in order to enhance robustness: we discovered some reliability issues also with a wireless mouse when pre-testing the system. For safety reasons the mouse wire was tightly taped into the floor to run along with the power cord, which had to be there anyway.

4.1. Software architecture

The software in the system consists of an interface component to communicate with the Playstation Move controller®, a lighting service to control the light fixtures [8], a component (AVPlayer) that can display graphics and play back audio, and a central logic component. The system architecture is depicted in Fig. 3.

Within the central logic, game structure is modeled as a state machine using XML markup. Entry to each stage can produce lighting and audiovisual requests. Moves to new stages can be triggered with timers and by pressing buttons on either the Move controller or mouse. Scripting can be used for more complex logic. Both lighting requests and audiovisual control requests can have multiple items with timed delays so that complex sequences of lighting and audio can be triggered by the output of a single state.

Lighting fixtures are controlled using a lighting service. It accepts light control requests in the form of XML documents. The

![Fig. 2. Hardware setup: (1) laptop computer, (2) a pair of audio speakers, facing opposite directions, (3) DMX512 lighting controller, (4) LED-based RGB lights, (5) LED-based RGB flood light, (6) white, pyramid-shaped reflector, and (7) moving head light fixture.](image-url)
server uses DMX512 protocol to control the fixtures. The moving head light can be rotated across each of its axes, i.e., the spot can be pointed anywhere in the room (floor, walls, ceiling) in less than two seconds. Slower rotation rates are possible as well. The spotlight color and brightness can be adjusted. Brightness can be adjusted smoothly but since the fixture uses filters for colors, switching between colors is discrete. The RGB light fixtures can be set to any RGB color (24 bit) up to 40 times per second, i.e., gradual fades between colors are possible as well as quick flashes and other fast effects.

The graphics and audio component is based on Panda3D graphics engine and it can display 2D and 3D graphics, play back audio files and control a speech synthesizer. This component can be used to display graphics to players on a projector or only to the operator on the laptop screen. The graphics displayed on the laptop screen provide simple instructions for the teacher while the projector can be used to display story and game related graphics to the players.

Audio in our games consists of speech generated with a speech synthesizer, either in real time via Windows SAPI interface or pre-recorded, and a set of audio files to provide music and sound effects to the overall soundscape. In our initial version used for concept validation, only one Finnish language synthesizer by BitLips was used to synthesize system utterances in real time, and speed and pitch of the voice were manipulated to differentiate between the separate characters in the story. In the complete version, however, we used audio files pre-generated with BitLips, Aca-pela and Loquendo synthesizers, different synthesizers playing the different characters in the game. The BitLips files were also edited with an audio editor to sound more menacing by adding some distortion and echo. The use of speech synthesis, as opposed to pre-recorded audio with voice actors, enables fast prototyping and quick changes to the game. This was seen more beneficial than the improved dramatic effect of recorded actors’ voices. In particular, the use of a synthesizer enabled us to prototype games during workshops, as they were co-created with children [9].

In addition to the synthesized speech, background music tracks loop during the different parts of the story, the story characters have an identifying soundscape which plays when the character appears in the story. In addition, there are some sound effects for story events (e.g., sound of a drawer opening) and game events (feedback on successful completion of a task).

5. The game – story and exercises

The game has been developed iteratively through design and implementation efforts and evaluations. The purpose of the initial version was to validate the fundamental concept and to get initial reactions from children. The initial version lasted about 10 min and consisted of a story, where the “Light” attempts to stop the “Shadow” from destroying the world. The evaluation results gave us the confidence to further develop the concept and the game to an extended version filling a 60-min PE class. Importantly, the first-phase evaluation also provided ideas for further improvements, e.g., there was a clear need for additional feedback on players’ performance. The following focuses rather purely on the complete version, referred to as the game, but further information on the initial version can be found in [9].

Before starting the game, the players form a circle around the trolley. The game begins with an introduction by the narrator character. After the Light character starts guiding the players, the story goes through four stages: awakening, empowerment, calling, and battle. The awakening part consists of four slow stretching and warm-up exercises. Empowerment contains four more active and physical exercises. Calling part is even faster, containing a lot of movement around the space in its four activities. Finally, the battle is the most physical part, consisting of four tasks with fast movements in various ways. Once the story part finishes in the end of the battle, the narrator character returns and takes the players through a relaxation phase consisting of three slow, relaxing activities, including even a part where the players lay still and concentrate on breathing. Each part has its own music, and the music style and tempo match the level of activity aimed for the part.

The exercises in the awakening part include stretching and warm-up exercises such as laying down on the floor and stretching arms and legs while lighting is blue and raising up and jumping when the lighting changes to green. At this point, background music has no beat consisting only of slowly changing chords. Empowerment exercises include more active exercises, for example, players standing around the trolley, light spot sweeping around fast in an unpredictable pattern and the players must jump whenever the spot is pointing at their feet. At this phase, the music still has no beat but has greater dynamism. Calling phase exercises consist of moving around in various ways, based on different animals, for example walking to designated points on arms and legs like a bear and rising to two feet and moaning like a bear when lights flash. Background music for these exercises has beat with slow tempo of 70 beats per minute. The battle phase has the highest activity level, again animal-like movements are used, this time in even faster patterns. During this phase, music is aggressive, percussion based with high tempo of 140 beats per minute. The relaxing phase consists of very little movement, for example, it includes an exercise where the players are asked to control their breathing following the lights. The music consists again of slow changing chords without percussions.

Based on the feedback received from the initial version of the game, we also added more interactivity to the system. With the wireless controller, or a mouse, the teacher rates activities on a binary scale, each activity rated to be either of acceptable or great performance. The feedback is given immediately by speech output, i.e., the Light character says things like “that was fine but you can do better” or “that was excellent, keep it up”. In addition, after each exercise set, one, two or three stars are given based on the performance. The stars are displayed with a projector and laptop screen, and presented also via an audio and light effect. The projector was also used in some of the setups to display a signature image for
both the Light and the Shadow characters and images of animals that were called to help the players during the story. We chose not to utilize a projector in the final evaluated version as the benefit from the graphics was not considered significant. The graphics were even seen to hinder the exercises because when the children looked at the graphics, they stopped moving.

6. Evaluation

We have evaluated the complete version of the game in two schools with about 280 schoolchildren in total. Next, we will shortly summarize the first, one-playtime evaluation of the complete version, and then describe in detail a long-term, three-playtime evaluation focusing on user experience data collection methods and results. It is noteworthy that all the data presented here has been collected from the individuals themselves and the data is thus incomplete in coverage. This means, that all participants did not necessarily answer all of the questionnaire items, and thus, the number of actual respondents per item is presented whenever possible here. Concerning some few items, the rate of missing answers ascended around 16%, but usually stayed below 10%.

The first evaluation of the full-length version was conducted in an elementary school with several classes over the course of one week. We had a total of 110 participants (56 girls, 54 boys), aged 6–11 years (mean = 9.1; SD = 1.1). Each group played the game one time, and although the teacher was present, the game was introduced and controlled by a researcher. We gathered background information and subjective experiences with a questionnaire developed from an earlier questionnaire used in the initial version’s evaluation. Altogether 13 user experience statements were rated with the options “Yes”, “No” and “I don’t know”, in addition to an overall rating of the game and some open-ended questions. The results showed that the game was a success among the respondents: the median overall grade for the game was 5 out of 5. The respondents would like to move this way again (78%, n = 106) and they felt that exercising was now more pleasant than usually on gym classes (72%, n = 109). Only 6% (n = 108) of the respondents reported they felt like an outsider in the game. Further information on this evaluation can be found in [9].

6.1. A long-term evaluation covering three playtimes

Although the children received the game very well in the first evaluation of the complete version, we were still unaware whether the concept of playing such a game on PE classes would work past a single session. Thus, we conducted another evaluation also in an elementary school with several classes over the course of three weeks, almost every participating group playing the game three times. In order to fulfill the increased playtime, and maintain the interest towards the game, we modified the game by creating three episodes, stretching the story across them. We added some exercises and content to the story accordingly, but also utilized a lot of content across the episodes. All of the episodes began with the same stretching exercises based on mimicking a starfish and ended with the same set of relaxation exercises. In between, the exercise tasks that included chasing or running from the light, moving slowly or standing still as to hide from the light, or different kinds of movements mimicking different animals, were split between the episodes. In this evaluation, the game was controlled and the teacher gave performance ratings, although the children were not aware of the teacher’s input.

The participating groups ranged from 2nd graders to 5th graders, participants being 8–11 years old with a mean age of 9.5 years (SD = 1.0). We had a total of 173 participants (83 girls, 65 boys, 25 unreported). The maximum size of a group was 17 participants. As much as 87% of the respondents (n = 146) reported to exercise on their free-time, while about 72% (n = 145) reported to play video games. Positively, the ratings on liking physical exercise reached a median of 5 out of 5, about 62% of the respondents (n = 148) giving the highest rank, and no-one choosing the most negative option on a five-step scale.

During this evaluation subjective data was collected both from the children and teachers after the first and third usage session. We also collected objective data on children’s activity with FitBit® Flex™ wireless activity and sleep wristbands, and observed the sessions. However, analyzing and covering all data is out of the scope of this article. Hence, we concentrate only on the children’s experiences here.

6.1.1. Subjective data collection

In this evaluation, we used an improved version of the questionnaire used already in the one-playtime evaluation. The biggest differences in subjective data collection between the two evaluations were: using a different rating scale in the user experience statements, and having two separate questionnaires to be filled in after separate usage sessions. We felt that the response options “Yes”, “No” and “I don’t know” were too dichotomous and needed improvement. In order to get more variety in the ratings, here we decided to use a five-step Likert-like scale ranging between Totally disagree – Neither agree or disagree – Totally agree. In addition, we used a five-step smiley face scale to rate both the liking of physical exercise in general and liking the game overall.

In order to see, how, and whether, children’s experiences change after a couple of playing sessions, we asked them to fill in a questionnaire both after the first and third session. To be able to compare the results between the first and third session, we obviously wanted to use the same items in both questionnaires. However, we felt that by the time the third session was over, the children had already invested quite an effort to our study. Therefore, we shortened the second questionnaire. The questionnaire filled in after the first session included all the following items, and the questionnaire filled in after the third session included only the items highlighted in bold (translated from Finnish). When filling in the second questionnaire, the children were asked to rate their overall experience of the game, i.e., based on all the three sessions.

Background information

- Age
- Gender (Girl/Boy)
- Handedness (Right-/Left-handed)
- Do you play video games? (Yes/No)
- Do you exercise on your free-time? (Yes/No)
- What sports do you practice?
- How much do you like physical exercise? (five-step smiley face scale, see Fig. 5 for the scale only)

User experience statements (five options between Totally disagree – Neither agree or disagree – Totally agree)

1. Playing was hard.
2. I would like to move this way again.
3. Exercising was now more pleasant than usually on PE classes.
4. I understood the instructions of the exercise tasks well.
5. I understood the speech well.
6. The speech voice sounded pleasant.
7. The other sounds of the game were compelling.
8. The lights of the game were compelling.
9. I invented my own rules in the game.
10. I found the game irritating.
11. The story of the game was interesting.
12. The exercise tasks were too easy.
13. I could move with my own style.
14. I felt like an outsider in the game.
15. How much did you like the game overall? (five-step smiley face scale, see Fig. 5)

Sentences to be completed.

16. The best thing in the game was . . .
17. The worst thing in the game was . . .
18. The game would be more interesting if . . .
19. What kind of an exercise would you like to be included in the game? (You can mention more than one.)

6.1.2. Results
Due to inconsistency in data coverage, and in order to maintain clarity, the results presented here include only the data from the participants who reported to have played the game three times in total (this was asked in the second questionnaire in order to know the amount of playtimes per participant, and to gather data from participants not present in the first and/or second session as well). Thus, the results cover roughly six groups and 74 participants (45 girls, 28 boys). Further, as all data is based on subjective reporting it is incomplete in coverage: in our practical experience, complete data coverage is nearly impossible to be achieved outside of laboratory environment. This is especially the case with children being the target user, and respondent group. The median results considering the user experience statements reported after the first and third session can be seen in Fig. 4.

![Fig. 4. Participants' median responses on the user experience statements 1–14 after the first (black circles) and third (white circles) session (n ranges between 62 and 74). The division between positive and negative statements was done based on the goals of individual statements, i.e., the responses to positive statements are the better, the higher, and correspondingly the better, the lower to negative statements. The statements asked in both questionnaires are highlighted in bold.]

![Fig. 5. The five-step smiley face scale and the boxplot presentations of the results on the overall liking of the game (statement 15) after the first and third session.]
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As can be seen from the results, the first-impression experiences reported after the first session are very positive. First of all, the modality-specific properties were mainly received well. The speech (statement 5) and instructions (statement 4) were understandable. However, these properties correlated with each other (Spearman’s rho: \( r = 0.556, p = 0.000 \)), and it is not entirely clear whether the participants truly made a distinction between these. The same issue applies with the pleasantness of the speech voice (statement 6) and the compellingness of the other sounds (statement 7): the results considering these properties also correlated somewhat (Spearman’s rho: \( r = 0.417, p = 0.001 \)), and it may be that the participants rated them overlappingly. The lights, on the other hand, were probably perceived as a separate element, and the majority received them as compelling (statement 8). The content of the story was also successfully created, as the majority of the participants thought it was interesting (statement 11). Overall, the game was welcomed enthusiastically: a clear majority would like to move this way again (statement 2) and many thought exercising was now more pleasant than usually on PE classes (statement 3), although this statement distributed opinions a bit more.

Considering the division between positive and negative statements (seen in Fig. 4, and done mainly to clarify the representation), the goals of individual statements were well achieved. In the negative statements, only statement 12 was not a total success as the median response both after the first and third session was neutral, i.e., the option Neither agree or disagree. Regarding the individual differences between the participants, the result is only understandable: some children have better physical skills than the others, and vice versa. On the other hand, judging afterwards the phrasing of the statement, “The exercise tasks were too easy”, was not the optimum, as the answers do not reveal whether the exercise tasks were in fact too easy, too difficult, or suitable by their difficulty level. In the positive statements, the statements 9 and 13 were not realized as envisioned, depending on the viewpoint, though. Considering statement 9, “I invented my own rules in the game”, from entertainment point-of-view we wanted the game to arouse the children’s imagination and them to invent their own rules, even. Taking into account that the evaluation took place in school context, it is only reasonable that the children did not invent their own rules: had the game been played somewhere else, during the children’s free-time, for example, the responses may have been totally different. With the statement 13, “I could move with my own style”, we wanted to find out whether the children felt their movement style was too restricted by the given instructions. Based on the slightly positive and neutral medians, it seems the children felt at least somewhat restricted by the instructions. The answers on this statement are probably affected by the school context as well.

Open-ended responses from the first questionnaire provide additional insights into the children’s experiences and preferences. We identified recurrent themes in the response data related to exercising and physical activities, game content and mechanics, social and technical issues, and other miscellaneous concerns. Due to the open-ended nature of the questions, a single response could contribute to multiple themes. Physical activities (e.g., jumping and running) were mentioned as the best thing in the game in over half of the responses (54%). Positive story and game elements, such as the water spell (20% of responses) and the Shadow (23%) were also prominent. The physical activity aspects were closely associated with the story elements, such as jumping over the moving light spots projected on the floor during the water spell. A sizable number of children explicitly stated having found nothing unpleasant in the game (26%) or answered with a “−−” (15%) indicating they could not think of negative aspects either. The least favorite aspects were primarily related to various issues with the game content and gameplay, such as the warm-up sequence and awakening of magical powers (15%), the cool down and stretching sequence at the end (10%), and the Shadow (6%). The dislike for the first two elements was likely influenced by the amount of repetition during the exercise segments (specifically mentioned in 9% of responses). In addition, technical and social issues were reported, including being bothered by glare from the lights (7%), difficulties with understanding the voice of the Shadow character (4%), and other players disturbing the play session (4%). The game would have been made more interesting with the addition of more content, such as story-related exercises and more action (21%) and longer play session duration (10%). The responses also suggest that the game was more challenging (7%) and the story elements more suspenseful or scary (7%) could improve the game for some children. Other suggestions included faster moving lights (7%) and other adjustments to the physical and technical setup of the game (7%), such as a smaller or darker play area. In the rest of the responses, the children either would not have changed anything in the game (12%), responded only with “−−” (16%) or could not think of anything in particular to change (3%). The new exercises ideated by the children were chiefly aimed at increasing the amount (e.g., more running and jumping) and types of physical activity (31%), introducing new or tweaked game mechanics (26%), and new story elements (24%), especially combatting the Shadow.

The results of the data gathered after the third session show outstanding potential for the concept and the game to be used on PE classes on a regular basis. Although the story and exercise tasks changed from session to session, there was a risk that the children would have got too used to, or even bored with, the game. However, their enthusiasm and interest towards the game remained on a high level. According to Wilcoxon Signed Rank Test, there were no statistically significant differences in the user experiences between the first and second questionnaire, i.e., in the experiences gathered after the first and third session. The ratings of the overall liking of the game (statement 15) reflect and sum up well the children’s eagerness towards the game as also observed during the sessions: the subjective results can be seen in Fig. 5. While no statistical significance, there seemed to be a slight trend towards more positive answers concerning some statements. For example, after the third session as much as 60% (n = 73) of the respondents rated the liking of the game overall with the extremely happy face and only 1% selected an option on the negative side, while the corresponding proportions were 53% (n = 68) and 4% after the first session.

The open-ended feedback after the third session was influenced by the experiences from the two additional play sessions. Although game elements with physical activity were still commonly regarded as the best element of the game (31% of responses), the most prominent positive element was the Shadow (mentioned in 47% of responses), both as a story element and in relation to the gameplay activities associated with avoiding and finally defeating the Shadow. Other significant positive themes are related to other specific story elements, such as the physically activating water spell (18%) and animal sequences (10%). The primary negative feedback issues were concerned with the warm-up sequence and awakening of magical powers (35% of responses) and the Shadow character (6%). Technical and environment issues were also present, such as difficulties with understanding the speech of the Shadow (7%), glare from the lights (6%), and soreness of the back from having to lie down on the floor (7%). The proportion of respondents who explicitly stated they found nothing unpleasant about the game was nearly as high as after the first session (21%), while 8% indicated the same by responding “−−” and 4% were uncertain (i.e., “I don’t know”).

Our analysis revealed, that whether the participants exercised on their free-time or not, or how much they liked physical exercise
in general, had no statistically significant effect on the user experiences. However, whether the participants reported to play video games had a slight effect on whether they found the exercise tasks to be too easy ($X^2 = 9.874, df = 4, p = 0.043$): for example, a bigger proportion of those who played video games ($n = 48$) totally agreed with the statement after the first session, but this effect did not exist in the experiences after the third session. Video game players found the story of the game to be more interesting ($X^2 = 11.282, df = 4, p = 0.024$) after the third session than those who did not play video games.

Although nothing dramatic, some experiences correlated with age statistically significantly ($r < ± 0.36, p < 0.05$). After the first playtime, surprisingly older participants thought playing was harder and they also understood the instructions of the exercise tasks worse, and after the third session, the older participants rated the overall liking of the game higher. A common trend for both rating times was that older participants would like to move this way playing was hard ($X^2 = 10.289, df = 4, p = 0.0363$) and the exercise tasks were not seen as too easy ($X^2 = 19.506, df = 4, p = 0.001$), but also that exercising was now more pleasant than usually on PE classes ($X^2 = 13.366, df = 4, p = 0.010$) more often than the boys. After the third session, however, the only gender-related difference in the experiences was found considering the ability to move with one’s own style: the boys felt more often that they could move with their own style ($X^2 = 16.301, df = 4, p = 0.003$).

Although not covered here, the children’s extremely positive attitude towards the game seen in the user experience results is well in line with our observations, the feedback received from the teachers and also with activity levels measured. For example, the average number of steps per participant measured with the FitBit Flex wristbands showed an upward trend during the three weeks: first week 794, second week 884 and third week 945 steps per participant on average. This data obviously needs further, thorough analysis, but these numbers support the findings of the subjective data: the children did not get bored during the three weeks, but instead remained thrilled and kept on moving. Although the subjective experiences seem overwhelming, based on the data from different sources we believe the results are genuine and the children were in fact having fun, and not trying to please anyone with their answers.

7. Discussion

Light and sound do create a very strong effect, pulling children into the world of the story immediately. Speech is a powerful way to tell a story but sound effects are very important in building the atmosphere. The story does not need to be told in any detail, very compact descriptions of stereotypic scenarios are enough and players’ imagination takes care of the rest. This means that creating new games does not require particular skills in storytelling; even rather straightforward stories told via this kind of light and sound based interaction seem to be compelling enough to motivate children to move. Still, the story and the world children’s imagination creates based on it seem to be a significant factor in the experience. In our long-term evaluation, as presented in this article, a professional game designer created the story. However, as presented in our previous work [9], games created by children themselves can be effective as well.

The basic concept works exactly as envisioned, with children participating in the physical activities even if they do not usually like sports. The facts that the game did not contain strong competitive elements, the protective element of the story, the darkness, and focus being on the story seemed to help achieve this goal based on our observations. Although we had received very positive feedback before from the one-playtime evaluations, we were gladly surprised how interested the children remained even after three play sessions. Somewhat contradicting to our previous results, this time it seemed that older participants liked the game even better than the younger. Whether this change was caused by the multiple playtimes, a more interesting story, or something else, is one of our future work items.

Looking at the results in the light of the requirements given by Yim and Graham [17], we can see that they explain many parts of the success of our game: we applied music, and clearly this made the experience more engaging and guided players towards the tempo we looked for in the different exercises. The game gave direct instructions to players, thus facilitating leadership. Early on in the game, it could be noticed that the participants did not yet follow the instructions from the system without hesitation. This changed very quickly once the game started progressing when they followed the instructions. Before, when the game had the temporal extent of one exercise session, i.e., less than an hour, the goals we provided to the participants were only short and medium term goals. The individual exercises could be considered short-term goals, while the entire story of the game was the medium term goal. To make the game interesting in consecutive sessions, we had to introduce also long term goals. The performance ratings that were given after the exercise tasks may have promoted such a long-term goal idea in the minds of the participants motivating to succeed even better the next time. It should be noted that goals in our case are not directly related to exercise goals, which is what Yim and Graham primarily refer to. However, the story-based goals do address, at least to extent the purpose of helping with self-efficacy issues, which they also discuss. Hiding players’ fitness levels is also relevant to help children with low self-efficacy. In our solution, we supported this by not putting any individual in focus during the game. The dark space, where light draws players’ attention, the performance of individual players does not get much focus from the group. Furthermore, the game does not really provide opportunities for players to evaluate each other. In our co-creation workshops we observed children themselves creating games including competitive elements [9]. Even these elements may not be preferred by those with lower self-efficacy if applied for individuals, they might work well in group settings, as observed in our workshops.

Together, the above aspects created an atmosphere where everybody could enjoy the game without worrying about their performance. The game is played in a group and this group is given beforehand, and it is usually a class. In this sense the game does not really address the issue of grouping. The overall design focused on the entire group working together to accomplish a common goal. In this sense the game supported grouping and group support. There were no elements, which separated the players. This can also be considered a limitation, since the players could not get particular support they could get by forming smaller groups. Also, some results that may at first seem to be positive might become challenges in the long run entertainment-wise. For example, the facts that the majority of the participants did not find playing to be hard or that they did not invent their own rules, may be issues that might need further consideration if the purpose of the system was purely to act as entertainment. On the other hand, taking into account the varying levels of imagination and physical abilities of individuals, this kind of a game designed for multiple simultaneous players could not necessitate these properties to the other extremes.

Above all, exercise games must be fun to work [13,17]. This goal the game obviously reached. According to our observations and interviews of schoolchildren and their teachers, the game matched well the players’ abilities and was safe to play, although including quite hectic movement at times.
8. Conclusion

The purpose of our work has been to create fun games for physical education classes in order to motivate schoolchildren to exercise. Here, we have introduced our solution which is a system utilizing speech-synthesized storytelling, audio effects, music and interactive lighting. Based on our several evaluations in schools, schoolchildren receive the concept enthusiastically. The light and sound based game we have created does seem to encourage children to participate in physical exercise. The evaluations have showed that the story and drama elements can draw children into the world of the exercise game and make them exercise without even realizing. Children’s imagination can play a great role in this.

Our reasonably priced technological setup provides practical and expressive means for creating immersive and rich experiences to support physical exercise education in schools.

Acknowledgments

This work was supported by the Finnish Funding Agency for Technology and Innovation as a part of the “Active Learning Spaces” project, and the European Institute of Innovation & Technology (EIT ICT Labs). We thank the participating schools and project partners for collaboration.

References

Publications in the Dissertations in Interactive Technology series

Details of the dissertations are available at http://www.uta.fi/sis/tauchi/dissertations.html.

1. Timo Partala: Affective Information in Human-Computer Interaction
2. Mika Käki: Enhancing Web Search Result Access with Automatic Categorization
3. Anne Aula: Studying User Strategies and Characteristics for Developing Web Search Interfaces
4. Aulikki Hyrskykari: Eyes in Attentive Interfaces: Experiences from Creating iDict, a Gaze-Aware Reading Aid
5. Johanna Höysniemi: Design and Evaluation of Physically Interactive Games
6. Jaakko Hakulinen: Software Tutoring in Speech User Interfaces
7. Harri Siirtola: Interactive Visualization of Multidimensional Data
8. Erno Mäkinen: Face Analysis Techniques for Human-Computer Interaction
10. Yulia Gizatdinova: Automatic Detection of Face and Facial Features from Images of Neutral and Expressive Faces
11. Päivi Majaranta: Text Entry by Eye Gaze
12. Ying Liu: Chinese Text Entry with Mobile Phones
13. Toni Vanhala: Towards Computer-Assisted Regulation of Emotions
14. Tomi Heimonen: Design and Evaluation of User Interfaces for Mobile Web Search
15. Mirja Ilves: Human Responses to Machine-Generated Speech with Emotional Content
16. Outi Tuisku: Face Interface
18. Joel S. Mtebe: Acceptance and Use of eLearning Solutions in Higher Education in East Africa
19. Jussi Rantala: Spatial Touch in Presenting Information with Mobile Devices
20. Katri Salminen: Emotional Responses to Friction-based, Vibrotactile, and Thermal Stimuli
22. Tuuli Keskinen: Evaluating the User Experience of Interactive Systems in Challenging Circumstances